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ABSTRACT

Text-to-speech synthesis (TTS) is the final stage in the speech-to-
speech (S2S) translation pipeline, producing an audible rendition of
translated text in the target language. TTS systems typically rely
on a lexicon to look up pronunciations for each word in the input
text. This is problematic when the target language is dialectal Ara-
bic, because the statistical machine translation (SMT) system usu-
ally produces undiacritized text output. Many words in the latter
possess multiple pronunciations; the correct choice must be inferred
from context. In this paper, we present a weakly supervised pro-
nunciation prediction approach for undiacritized dialectal Arabic in
S2S systems that leverages automatic speech recognition (ASR) to
obtain parallel training data for pronunciation prediction. Addition-
ally, we show that incorporating source language features derived
from SMT-generated automatic word alignment further improves au-
tomatic pronunciation prediction accuracy.

Index Terms— speech translation, dialect arabic, pronuncia-
tion, speech synthesis

1. INTRODUCTION

Modern speech-to-speech (S2S) translation systems are modular
in design, typically consisting of three largely independent sub-
components, viz. automatic speech recognition (ASR), statistical
machine translation (SMT), and text-to-speech synthesis (TTS) or-
ganized in a linear pipeline chain. The ASR and TTS components
are both trained on collections of spoken utterances and their cor-
responding text transcriptions. Both require a lexicon, which maps
words to their pronunciations. The SMT system is trained from
collections of parallel text, consisting of source language sentences
and their corresponding translations in the target language.

In the specific case of dialectal Arabic (e.g. Iraqi), all text tran-
scriptions tend to be undiacritized, i.e. words lack diacritics such
as short vowels and case endings that serve to disambiguate them.
The missing information is inferred by readers based on the context.
However, an undiacritized Arabic word by itself may be pronounced
and interpreted in more than one way. Thus, an English-to-Arabic
(E2A) SMT system trained on undiacritized Arabic text would pro-
duce translations with incomplete information. A non-trivial pro-
nunciation prediction step is required to generate a contextually-
appropriate phonetic string corresponding to the undiacritized word
sequence.

1.1. Previous Work

Pronunciation prediction is closely related to the problem of auto-
matic diacritization. Nelken and Shieber [1] proposed a generative
“noisy-channel” process that generates undiacritized characters, and
used weighted finite-state transducers (WFSTs) to recover the dia-
critics. Ananthakrishnan et al. [2] used word n-gram models to pre-
dict the most likely diacritization for a given Arabic word, backing
off to character n-grams to predict diacritics for unseen words. Zi-
touni et al. [3] used maximum-entropy models to predict diacritics
for each Arabic letter using numerous features derived from segment
sequences, position of the current letter, part of speech tags, etc.
Habash and Rambow [4] train a set of taggers for individual linguis-
tic features (e.g. part of speech, tense, number, gender, etc.), which
form the basis of a full morphological tag, and use these to select the
best possible diacritization from a set provided by the Buckwalter
morphological analyzer. All these approaches have been shown to
yield high word-level diacritization accuracy. Since the mapping be-
tween diacritized Arabic words and their pronunciations is unique,
TTS can use a simple lexicon lookup.

1.2. Novel Contributions

Learning models for automatic diacritization requires a hand-
diacritized Arabic corpus. While it is available for and has fa-
cilitated work on Modern Standard Arabic (MSA), dialectal Arabic
lacks comparable resources. This is a major obstacle to developing
S2S capability to and from Iraqi Arabic.

Further, previous work on automatic diacritization has been lim-
ited to using features derived solely from the Arabic text. However,
the S2S framework provides us with additional information in the
form of source language features. In an E2A S2S system employing
phrase-based SMT, for instance, it is possible to identify the English
phrase that generated the current Arabic word for which we are at-
tempting to predict the correct pronunciation. Thus, words from the
generating English phrase can be used as additional features to en-
hance pronunciation prediction accuracy for Iraqi Arabic.

In this paper, we present a weakly supervised approach that
leverages a transcribed speech corpus to generate parallel data con-
sisting of undiacritized Iraqi Arabic sentences and their correspond-
ing ground truth pronunciations, alleviating the need for a hand-
annotated corpus. We use this corpus in conjunction with SMT
word alignments to generate a set of features derived from both tar-
get (Iraqi Arabic) and source (English) words for predicting target
pronunciations in a maximum-entropy framework.
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2. GENERATING TRAINING PRONUNCIATIONS

We propose to remedy the absence of a “text-to-pronunciation” cor-
pus for Iraqi Arabic by using ASR forced alignment to automati-
cally choose the correct pronunciation for each word in a transcribed
speech corpus. This is far less expensive to create than a manually
diacritized Iraqi Arabic corpus.

The acoustic training consisted of 405 hours of Iraqi Arabic
speech collected under the DARPA Transtac S2S effort. The audio
data span scenarios ranging from checkpoint patrols to medical in-
terviews. Most of these utterances were also manually translated to
English. The phonetic pronunciations were obtained from two man-
ually compiled dictionaries provided under the Transtac program,
namely the LDC Iraqi Arabic Morphological Lexicon (67K words)
and a vowelized dictionary from Appen (65K words). The union of
the two phonetic dictionaries contained 103K words. The phoneme
set consisted of 53 speech phonemes (47 consonants, 6 vowels), plus
silence, garbage and hesitation related phones.

Our ASR training system used a perceptual linear prediction
(PLP) front-end that computes 14 cepstral coefficients and normal-
ized energy for each frame of speech. We concatenated 9 contigu-
ous base feature frames resulting in a 135-dimensional feature vec-
tor, and then projected it to a 39-dimensional feature space. The
feature transformations were based on Linear Discriminant Analysis
(LDA), followed by a global Maximum-Likelihood Linear Trans-
form (MLLT). The acoustic model used context-dependent cross-
word quinphones with state-clustered tied mixtures and was esti-
mated in the maximum-likelihood (ML) framework using the Baum-
Welch algorithm. The pronunciation model was trained over word
sequences along with their phonetic sequence.

While the pronunciation of an undiacritized word is not known a
priori, variants from the lexicon can be used to generate an expanded
trellis for forward-backward training of the phoneme HMMs. Since
many words in the lexicon have unique pronunciations, the Baum-
Welch training algorithm tends to be able to resolve the remain-
ing ambiguities and converge on the correct pronunciation for each
word. Thus, acoustic signatures of the different pronunciations in
spoken utterances are used to obtain parallel training data for learn-
ing pronunciation prediction. With the context-dependent phoneme
models trained as described, we obtained the most likely pronunci-
ation sequence for a given spoken utterance and its corresponding
undiacritized transcription using forced alignment. Finally, we dis-
carded all utterances for which corresponding English translations
did not exist in the parallel SMT training corpus.

3. N-GRAM PREDICTION MODEL

The n-gram prediction model approximates the joint likelihood of
the word sequence w = {w1 . . . wN} and the corresponding pro-
nunciation sequence p = {p1 . . . pN} as a product of local condi-
tional likelihoods. Equation 1 illustrates this mathematically for a
bigram model.

p(p,w) ≈ p(p1, w1)
N∏
i=2

p(pi, wi | pi−1, wi−1) (1)

Informally, this model assigns the most likely pronunciation to
the current word based on its immediate history. The n-gram model
has been proven to work well in the related automatic diacritization
problem; we therefore use it as a baseline system for pronunciation

prediction. Note that this model by definition employs only target
language features.

In practice, we create a joint corpus consisting of compound to-
kens formed from the undiacritized Arabic words and their corre-
sponding pronunciations obtained by forced alignment of the speech
data. We then use off-the-shelf n-gram language model (LM) train-
ing tools to estimate a back-off LM from this corpus, using modified
Kneser-Ney smoothing.

Inference on a test sentence was performed by creating a con-
fusion network in which each undiacritized input word was paired
with all of its possible pronunciations. This network was expanded
to a lattice on application of the previously trained n-gram prediction
LM. Viterbi search on this “scored” lattice yielded the most likely
pronunciations for the word sequence.

4. MAXIMUM-ENTROPY MODEL

While simple and efficient, the n-gram model suffers from two prin-
cipal disadvantages that limit its performance.

1. It attempts to model the generative process that resulted in
undiacritized words and their corresponding pronunciations,
rather than directly predicting the latter.

2. It can only incorporate a very limited set of features, viz. the
previous n− 1 word-pronunciation pairs.

The maximum-entropy model [5, 6] alleviates both issues. This
model directly predicts the pronunciation for an Arabic word based
on a set of input features without jointly modeling the entire se-
quence. Thus, it does not have to make potentially incorrect Marko-
vian independence assumptions that the n-gram model has to. Fur-
ther, the direct prediction model, unlike the n-gram, can use arbitrary
features (local and global) for prediction.

Mathematically, the maximum-entropy model estimates the pos-
terior probability of pronunciation y for input word wt

i based on a
set of features derived from the target (Iraqi Arabic) and source (En-
glish) word sequences. This is illustrated in Equation 2.

p(y | wt
,w

s) =

exp

(
K∑

k=1

λkfk(y,w
t
,w

s)

)

∑
y∈Pwi

exp

(
K∑

k=1

λkfk(y,w
t
,w

s)

) (2)

In general, the feature functions fk(y,wt,ws) may be derived
from the target Iraqi Arabic word sequences w

t (e.g. surrounding
context of the word for which a pronunciation must be predicted)
as well as from the corresponding English source words w

s. Pwi

denotes the set of valid pronunciations for the current Arabic word
wt

i . The weights λk associated with each feature are estimated to
maximize the model’s likelihood on the training data. We used the
Generalized Iterative Scaling (GIS) algorithm for estimating feature
weights. Gaussian prior smoothing was used to alleviate the effects
of feature sparsity. The value of this parameter was tuned for mini-
mum prediction error on the development set.

4.1. Target Language Features

Following previous work on automatic diacritization, we ini-
tially experimented with target language features. In this case,
fk(y,w

t,ws) = fk(y,w
t) with reference to Equation 2. Specif-

ically, we considered the following feature sets, which consist of
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windows centered around the current word for which a pronuncia-
tion must be predicted.

• Current word only: wt
i

• Window of three words: wt
i−1, w

t
i , w

t
i+1

• Window of five words: wt
i−2, w

t
i−1, w

t
i , w

t
i+1, w

t
i+2

Note that each feature is additionally encoded with its position
relative to the current word; thus, the same word can trigger a differ-
ent feature function based on its position.

4.2. Source Language Features

The S2S translation framework offers us another set of features de-
rived from the source language. Exploiting this additional informa-
tion source can potentially improve pronunciation prediction accu-
racy over using target words alone. We augmented the maximum-
entropy model with feature functions derived from English source
words that generated the target Iraqi Arabic word whose pronunci-
ation must be determined. Due to a complication associated with
evaluating pronunciation prediction accuracy in this configuration,
we integrated these features within a translation simulation frame-
work, as described below.

4.2.1. Translation Simulation

Incorporating source language features for the current target word
is slightly complicated due to our evaluation strategy. In an actual
S2S system where the SMT system interfaces with the TTS pronun-
ciation prediction module, we can simply examine the SMT phrase
derivations and obtain features from the generating English phrase.
However, translating the English source sentences using SMT would
give rise to Arabic sentences that may differ significantly from the
reference translations. The absence of aligned ground truth refer-
ence pronunciations in this scenario would preclude evaluation of
the prediction error rate.

We overcame the above issue by simulating the translation stage
using automatic word alignment in place of SMT phrase derivations.
We concatenated the training, development, and validation sets into
a single parallel corpus. Unsupervised IBM Model 4 word alignment
was performed on this corpus using the publicly available GIZA++
toolkit. To ensure fairness, we assigned unit weight to sentence pairs
from the training partition, and zero weight to sentence pairs from
the development and validation sets. This minimizes the latter’s im-
pact on model parameter estimation, but allows GIZA++ to obtain
Viterbi alignments for sentence pairs in these partitions. We per-
formed this alignment procedure in both directions as described in
Koehn et al. [7], and combined them to generate a many-to-many
(bidirectional) word alignment for phrase translation rule extraction.

Using the above bidirectional word alignment, we extracted
phrase translation rules based on heuristics described in Koehn et
al. [7]. To generate source language (English) features for a given
Arabic word, we scanned the inventory of phrase translation rules
extracted from the containing sentence pair. For each target phrase
spanning the given Arabic word, we extracted features from English
words in the corresponding source phrase. In a very few cases, the
rule extraction heuristics produced an inventory in which no target
phrase spanned the current Arabic word. In these instances, no
source language features were extracted.

Partition Train Devel. Valid.
Sents. 478.7k 26.6k 26.6k
Words 2.86M 160.9k 160.3k
OOVs - 2.4k 2.4k

Table 1. Summary of Training and Evaluation Corpora

5. EXPERIMENTAL RESULTS

We randomly partitioned the force-aligned Iraqi Arabic speech data
into training, development, and validation sets as summarized in
Table 1. Uniquely, the corresponding English translations are also
available for each sentence in all of the above partitions. We used the
training partition to estimate n-gram and maxent prediction models.
The development partition was used for parameter tuning. Finally,
trained models and parameters achieving optimal performance on
the development set were used to predict Iraqi Arabic pronunciations
on the validation set.

5.1. Evaluation Methodology

We approached pronunciation prediction as a tagging problem,
where each input word is assigned a contextually-appropriate pro-
nunciation. Each assigned pronunciation can be compared to the
reference to generate a simple word-level substitution error rate,
with appropriate concessions for OOV words. During inference on
the development and validation sets with both n-gram and maxent
models, we assign OOV words a special “unknown” pronunciation,
and ignore these items when evaluating and comparing prediction
error rate because they impact all competing models and feature sets
equally.

Further, only about 14.5k words in a total training vocabulary
of 93k words had multiple pronunciations in the ASR training lexi-
con. The remaining 78.5k words had unique pronunciations, which
could be directly looked up in a lexicon. Since these words do not
benefit from improved prediction models or enhanced feature sets,
we ignored them for scoring purposes. The substitution error rates
presented below are therefore based only on Iraqi Arabic words with
multiple pronunciations, of which there are 86.1k and 86.5k in the
development and validation sets, respectively.

5.2. N-gram Prediction

We experimented with 1-, 2-, 3-, and 5-gram LMs. Note that the
1-gram LM is identical to choosing the most likely context-free pro-
nunciation for the current word. This simple yet effective model
produced surprisingly high prediction accuracy and was used as a
baseline system for comparison. Table 2 summarizes word-level pro-
nunciation prediction performance of various n-gram models on the
development and validation sets. The accuracy statistics are gathered
only with respect to words with multiple observed pronunciations in
the main lexicon. The step up from 1-grams to 2-grams improves
accuracy by 4.4% relative on the validation set, but further increase
in model order degrades performance due to lack of sufficient data
to properly capture the generative process.

5.3. Maxent Prediction

We trained a separate maxent classification model for each undia-
critized word in the training, with feature functions derived from the
context as described in Section 4. For each classification model, the
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Model Development Validation
1-gram 36.4% 36.3%
2-gram 34.9% 34.7%
3-gram 35.1% 35.0%
5-gram 35.1% 35.0%

Table 2. Prediction Error Rate for N -gram Models

set of output labels consisted of all pronunciations observed in con-
junction with the corresponding input word. To predict the pronun-
ciation for a specific input word, we invoked the appropriate model
with the corresponding set of features, and obtained a posterior prob-
ability mass function over all possible pronunciations for that word.
We chose the output label with the highest posterior probability.

Table 3 summarizes prediction error rates for the maxent model
in various feature configurations. In this table, W stands for the cur-
rent Iraqi Arabic word for which a pronunciation must be predicted.
Each C stands for the neighboring context; for instance, CWC refers
to the maxent model that derives features from the current, previous,
and succeeding words. The +S suffix indicates integration of source
language features (English words).

As expected, the maxent model that uses only the current word
for prediction performs identically to the unigram model. However,
there is a relative error reduction of 3.6% upon integrating source
features (English words), with p < 0.001 according to the NIST
Matched Pairs Sentence Segment Word Error (MAPSSWE) signifi-
cance test. Further improvements are seen when surrounding context
is used for pronunciation prediction. The lowest error rate of 33.5%
is achieved using the model CCWCC+S, which refers to a window
of five words centered around the current word in combination with
source language features. This outperforms the best target-context-
only model CCWCC by 0.6% relative (p < 0.119), and the best
n-gram model (2-gram) by 3.5% relative (p < 0.001).

6. CONCLUSION AND FUTURE WORK

Accurate pronunciation prediction for dialectal Arabic is critical for
high-quality TTS in S2S systems. This is hampered by the absence
of hand-annotated pronunciation data in addition to lack of rich fea-
tures beyond the surrounding Arabic context. In this paper, we re-
solved the annotation problem by using an HMM-based ASR system
to force align a transcribed Iraqi Arabic speech corpus in conjunc-
tion with a multiple-pronunciation lexicon. The system was able to
learn from unambiguous sections of the training data to infer pro-
nunciations for the ambiguous sections. This allowed us to generate
a “parallel corpus” of Iraqi Arabic sentences and their ground truth
pronunciations from which the mapping could be learnt.

Based on this training corpus, we followed the automatic Arabic
diacritization literature in implementing standard n-gram and max-
ent prediction models using target context features. However, the
S2S framework allowed us to leverage an additional feature set –
namely, the source words that generated the Arabic word in ques-
tion. In order to preserve the target Arabic words for evaluation, we
implemented a simulation that served as a proxy for SMT by leverag-
ing an inventory of phrase translation rules derived from automatic
word alignment. Incorporating source (English) words as features
within the maxent model based on this word alignment further low-
ered pronunciation prediction error rate on Iraqi Arabic.

The approach proposed in this paper gave us an objective mea-
sure of prediction accuracy for different model types with varying

Model Development Validation
W 36.4% 36.3%
W+S 35.1% 35.0%
CWC 33.8% 33.9%
CWC+S 33.8% 33.8%
CCWCC 33.8% 33.7%
CCWCC+S 33.7% 33.5%

Table 3. Prediction Error Rate for Maxent Models

feature sets. Our next goal is to integrate the prediction module
within an end-to-end S2S system using actual SMT-generated phrase
derivations to obtain source language features. We plan to conduct
subjective listening tests in order to determine whether the prediction
accuracy improvements due to our innovations actually translate to
better speech synthesis quality in terms of intelligibility and fidelity.
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