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ABSTRACT

As a promising technique, sparse representation has been extensively
investigated in signal processing community. Recently, sparse rep-
resentation is widely used for speech processing in noisy environ-
ments; however, many problems need to be solved because of the
particularity of speech. One assumption for speech denoising with
sparse representation is that the representation of speech over the
dictionary is sparse, while that of the noise is dense. Unfortunately,
this assumption is not sustained in speech denoising scenario. We
find that many noises, e.g., the babble and white noises, are also
sparse over the dictionary trained with clean speech, resulting in se-
vere residual noise in sparse enhancement. To solve this problem,
we propose a novel residual noise reduction (RNR) method which
first finds out the atoms which represents the noise sparely, and then
ignores them in the reconstruction of speech. Experimental results
show that the proposed method can reduce residual noise substan-
tially.

Index Terms— Sparse representation, speech denoising, resid-
ual noise, basis pursuit denoising.

1. INTRODUCTION

Environmental noises not only reduce the intelligibility of speech,
but also degrade the performances of speech processing systems. Al-
though many methods are proposed, speech denoising remains to be
achallenge. The difficulty arises from the nature of real-world noises
that are often non-stationary and potentially speech-like, thereby in-
ducing a significant and variable spectral overlap between speech
and noises.

In the past few decades, sparse representation is extensively
investigated and provides possible solutions for speech denoising.
Current researches show that the neurosensory systems encode stim-
uli by activating only a small number of neurons out of a large
population at the same time [1] [2]. In the light of these results,
researchers bring forward the conception of “sparsity” and find
that many signals, including speech, can be approximated to be
sparse' [3]. Recently, speech processing algorithms which achieve
improved performance by using sparse signal models [4]-[7] en-
courage researches to make more and further explorations.

In sparse representation, signals are represented with a set of
atoms (elementary signals), and the collection of atoms is called a
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dictionary. By a sparse representation, we mean that the represen-
tation accounts for most or all information of a signal, with a linear
combination of only a small number of atoms. In exploiting the
sparsity of signal, a lot of methods are proposed; however, in this
paper, we focus on the basis pursuit denoising (BPDN) [8] because
of its advantage in speech denoising. With this method, the spare
representation of a signal is obtained by solving the following opti-
mization problem:

min |ly||, subjectto [|[Y — ®y|, <e (1)
y

where Y is the noisy observation, ® is the dictionary trained with
clean speech, y is the sparse representation of Y over dictionary
®, ¢ > 0 is the error tolerance, ||.||; and ||.||, denote the l1-norm
and [2-norm respectively. For an appropriate Lagrange multiplier
A, the solution to (1) is precisely the solution to the unconstrained
optimization problem:

, 1
y = argmin |ly[l, + 5 IV - @yll3, @

where A is the Lagrange multiplier. Just like other sparseness opti-
mization problems, BPDN also contains a sparseness term ||y||, and
a reconstruction error term || Y — ®y/||2 /2. The regularization pa-
rameter A > 0 trades off the costs of sparsity and the reconstruction
error. Specifically, larger \ results in more sparse solutions.
With the sparse representation y, the clean speech can be en-
hanced with
X ~ ®y. 3)

One assumption of speech denoising with sparse representation
is that the representation of the clean speech is sparse while that of
the noise is dense over the dictionary. If this assumption is true,
the sparse decomposition in (2) cannot find atoms to represent the
noise; as a result, the noise is discarded as residual error. Then
the clean speech can be reconstructed with (3). Unfortunately, the
above-mentioned assumption is far from the truth in speech process-
ing. With a well-designed method, we can obtain a dictionary, over
which the representation of speech is enough sparse. The problem is
that the representation of the noise over this dictionary may be also
sparse (see experiments). One typical example is the white noise,
which is much like unvoiced speech. If a dictionary can represent
unvoiced speech sparely, the same thing also happens to white noise.
Another example is the babble noise, which is speech itself and
can be represented sparsely over any dictionary trained with clean
speech.

According to the analysis in section 2, more residual noise re-
mains in the reconstructed speech if the noise is also spare over
the speech dictionary. To solve this problem, we propose a novel
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method RNR, which first finds out those atoms representing the
noise sparsely and then ignores them with a mask in the reconstruc-
tion of speech. Further experiments show that the proposed method
can reduce the residual noise substantially.

2. ANALYSIS OF SPEECH DENOISING WITH BPDN

In this section, we will show that residual noise remains in the en-
hanced speech by BPDN if the noise is also sparse. In the prepro-
cessing, the speech signal is split into overlapping frames. A speech
frame Y corrupted by additive noise can be modeled with

Y =X+4V 4)

where X and V' are the clean speech and noise, respectively. Equa-
tion (4) can hold to be true both in the time- and frequency- domains.
If the noise is absent, the sparse representation of X is obtained by

. 1
xo = argmin A [[x[|; + 5 [|X — x| ©)

When the speech X is corrupted by the noise, the task in speech
denoising is to recover X from the noisy speech Y. In the speech
denoising with sparse representation, it is assumed that the noise is
dense over the dictionary @, and therefore cannot be represented
sparsely. In other words, X is also the expected sparse representa-
tionof YV, i.e.,

. 1
xo = argmin A [yl + 5 [V = @y, (6)

then the clean speech can be reconstructed with
X ~ ®xy @)

where the noise is discarded as residual error and the noise reduction
is achieved.

In fact, the above assumption is far from the truth, since the noise
is often sparse over the dictionary ®. As a result, it is impossible to
obtain x¢ in decomposing Y. Suppose the result of the decomposi-
tion is yo, i.e.,

. 1
yo = argmin Ally[l, + 5 [V = @yl; ®)

where y( not only represents the speech, but also represents part of
the noise. In the reconstruction, the enhanced speech is obtained by

X~ Py, )

If xo is viewed as the expected representation, yo always can be
written as
Yo =Xo te (10)

where e =y, — Xo, then (9) can be rewritten as
X ~ &xg + Pe ~ X + Pe (11)

Compared with the reconstructed result in (7), the residual noise ®e
remains in (11). If ®e contains high energy, the enhanced speech
is still noisy. That is why speech denoising with sparse representa-
tion often does not remove the noise completely, especially when the
noise can be represented sparsely by the clean dictionary.

We can further write e as

e=e; +e_ (12)

where e contains the coefficients which increase the energy of the
reconstructed speech and e_ for the opposite situation, then (11) is
written as R

X~ X + Pe; + Pe_. (13)

There are two types of distortions in (13). The first one is Pe,
which increases the energy of the reconstructed speech; the second
one is ®e_ resulting in a energy decreasing of the reconstructed
speech.

Although the above analysis is for BPDN, the result also applies
to other sparse optimization problems. For example, the sparseness
term in (2) is replaced by the [,-norm (0 < p < 1), or the recon-
struction error is replaced by other distance measures, such as the
Kullback-Leibler divergence.

3. THE PROPOSED METHOD

As analyzed in the previous section, the reason for the residual
noise in sparse reconstruction is that the noise is also sparse over
the speech dictionary. Properly speaking, on the premise of spar-
sity, some atoms in the speech dictionary can represent the noise
observations with a low residual error. If we can find out such atoms
and ignore them in the reconstruction, the residual noise can be
suppressed.

Given an over-complete dictionary ® = [a,, az,...,an] with a
(k=1,...,N) as its atoms, equation (11) can be rewritten as

X ~ &xq + Pe
I J
=> wal+ > ejal (14)
i=1 j=1

where ¥° = {af,as3,...,a7} C ® and ¥° = {af,as,..., a5} C
& are used to represent the clean speech and residual noise, respec-
tively, x; € X0, v; € e, I and J are the numbers of non-zero coeffi-
cients in Xo and e, respectively. The ideal denoising result is

I
Xidear = Y _ m;a5. (15)
i=1

In this case, the noise is removed completely; however, under the
influence of the noise, we now only obtain X, which contains
Z}I:l e;jaj. Therefore, we have the reason to believe that the atoms
in W€ can represent the noise sparely. If ¥ N ¥° = ¢ and we
can find out all atoms in W¢, an idea reconstruction in (15) can be
obtained. In our method, we attempt to find out the atoms in ¥¢ but
not in ¥?, and then set their coefficients as zeros. First of all, we
need to make clear what will happen if the coefficient of an atom is
set as zero.

For an atom a with its coefficient set as zero, there are three
cases:

(a) Ifa € ¥¢ — W?, the residual noise can be reduced;

(b) If a € W* — W°, the speech energy should be missing,
resulting in a distortion;

(¢) If a € ¥* N ¥, the residual noise can be reduced at the
expense of speech energy missing.

We expect to find out all atoms in case (a) to ignore their contri-
butions, and at the same time avoid ignoring the atoms in case (b).
Considering the above factors, we decompose a set of noise samples
over the clean dictionary to find out the atoms which are used most
frequently in the representation of the noise and used infrequently in
the representation of clean speech, and then get rid of their contribu-
tion in the reconstruction. Note that if the coefficient of an atom in a
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sparse representation is non-zero, we say this atom is used once. The
implementation of the proposed method is summarized in Algorithm
L.

In this Algorithm, @ is an over-complete dictionary with [N
atoms, pg is a vector with p4[n] be the prior probability of the nth
atom, h is a threshold for p4, k is the number of the atoms that rep-
resent noise sparsely, m is a mask with elements 0 indicating the
corresponding atoms are ignored and 1 for the opposite situation,
P is the number of the noise frames used for calculating the mask,
c stores the used time of each atom in the representation of noise
frames, and diag(m) stands for the diagonal matrix with its diago-
nal component value equal to the value of m. The dictionary ® is
obtained by training on the clean speech with the method proposed
in [9], and pg4 is obtained by reconstructing the training speech with
their sparse representations and counting the used time of each atom.

The speech is processed utterance by utterance and the first P
frames are supposed to be noise only. First, the noise frames are
decomposed over the speech dictionary. Next, the most frequently
used k& atoms are found out, and then the atoms, of which prior
probabilities are less than h, are masked by setting the correspond-
ing elements in m as zeros. Finally, all frames of this utterance are
decomposed and reconstructed, with the masked atoms ignored in
the reconstruction.

Algorithm I
Input: ®,p,, h,k, U, P
output: U/
For each utterance U
step 1: split U into overlapping frames Uy, ..., Unr
step 2: calculate their magnitude spectrums Y7, ..., Yar
and phases (1, ..., (s
step 3: decompose the first P noise frames with (2)
step 4: count the used time of each atom
step 4.1: initialize ¢ = [0, ..., 0];
step 4.2: if the nth (n = 1:N) atom is used d times,
setcn] = d;
step 5: calculate the mask
step 5.1: initialize m = [1, ..., 1];
step 5.2: get g =the kth largest value of ¢[n],n = 1:N;
step 5.3: if ¢[n] > g and pa[n] < h
mn| = 0;
step 6: decompose frames:

yieminA [yl + 5 Vi - @yl i =1: M

step 7: reconstruct the enhanced speech frames:
X,= Pdiag(m)y;,i=1: M

step 8: obtain time-domain signal U with X;(i = 1 : M) and
the noisy phases.

4. EXPERIMENTS AND RESULTS

To evaluate the propose method, experiments were conducted on
the TIMIT database with all utterances down-sampled at 8 kHz. To
obtain noisy speech, four noises taken from the noise-92 database,
namely white, f16, babble and pink noises, were added artificially
on the utterances of the TIMIT testset at -5 dB, O dB, 5 dB, 10
dB and 20 dB. The used dictionary which contained 1024 atoms
was trained with all utterances in the TIMIT trainset. In the pre-
processing, speech was Hamming windowed every 10 ms with a
window width of 20 ms, and then each frame was passed through
a discrete Fourier transform (DFT). Next, the magnitude spectrum
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Fig. 1. The comparison of the average reconstruction errors (a) re-
construction errors for clean speech and four noises (b) reconstruc-
tion error for clean speech and four noises with RNR

of each frame was used for sparse decomposition. The SPASM
tools [10] were used for dictionary training and sparse decompo-
sition (Lasso algorithm). In the experiments, k = 50 and h is set as
the value of the 200th smallest element in pg.

First, the sparsity of the four noises is tested by reconstructing
noise frames with their sparse representation over the speech dictio-
nary and comparing their average reconstruction errors with that of
the clean speech. The duration of each noise used for reconstruction
is three minutes, and the speech (from the TIMIT database) with the
same length is used for comparison. The result is shown in Fig. 1
(a), where A varies from 0.1 to 2.0. It is seen that the reconstruc-
tion errors of white and babble noises are very close to that of the
clean speech, especially when A < 1. This result indicates that the
two noises can be sparsely represented in a residual error as low as
that of the clean speech. Next, one second data of each noise is
used to compute a mask (with Algorithm I, A = 1), with which the
speech and the corresponding noise are reconstructed again (Fig. 1
(b)). Taking white noise as an example, the reconstruction error of
the clean speech (denoted by “speechWhiteMask”) is increased in
compared with that of the reconstruction without using the mask.
However, a much larger error is observed in the reconstruction of
white noise (denoted by “whiteMask™). Similar results can be ob-
served in the reconstruction of other noises. These results show that
by ignoring the atoms representing noises sparsely, the sparsity of
noises over the speech dictionary can be reduced substantially in the
expense of small speech energy missing.

One example is shown in Fig. 2, where an utterance from the
TIMIT database (Fig. 2 (a)) is first distorted by the white noise at 10
dB (Fig. 2 (b)) and then used for enhancement. Fig. 2 (c) and Fig.
2 (e) are the speech enhanced with BPDN directly, while Fig. 2 (d)
and Fig. 2 (f) with RNR. In the decomposition, A = 1. It is seen
that although BPDN can reduce the noise, there is still residual noise
in its enhanced result. On the contrary, the result by RNR almost
has no residual noise. Compared with Fig. 2 (a), the last unvoiced
phoneme “s” in Fig. 2 (f) is missing, since this phoneme is much like
white noise. With RNR, the atoms used for representing phoneme
“s” is ignored, resulting in an energy missing.

Finally, further experiments are conducted to enhance the noisy
testset on the TIMIT database. The spectral subtraction (SS) [12]
is chosen for comparison. The results are summarized in Fig. 3,
where the measure is the average magnitude distance of a frame
(the enhanced to the clean). The parameter are set as follows: A =
8,6,3,1,0.5 corresponding SNR= -5 dB, 0 dB, 5 dB, 10 dB, 20 dB
(lower SNR needs larger A in BPDN). The chosen A is the best one

4655



2 25
(a) spectrogram of clean speech (b) spectrogram of noisy speech,white,10dB

1 1

0.5 0.5
0 0
-0.5 -0.5

(c) speech denoising with BPDN (d) speech denoising with RNR

4000 =

5. 3000f
B 3 e
s A
,%2000,

= 1000}

(f) spectrum of enhanced speech in (d)

(e) spectrum of enhanced speech in (c)

Fig. 2. A speech enhancement comparison. The sentence is from
the TIMIT database and its content is “or borrow some money from
someone and go home by bus”.

for BPDN denoising obtained by experiment test. We can see that
the performances of SS and BPDN are close to each other. BPDN
outperforms SS at all SNRs in babble noise, since babble is a time-
varying noise, in which the noise spectra estimation is more diffi-
culty for SS. RNR performs better than the other two methods al-
most in all noise conditions, especially when the SNR is low. In
white and babble noises, RNR is slightly outperformed by BPDN
when the SNR is 20 dB. This may be because the energy missing
under high SNR is more obvious. In summary, the advantage of
RNR over the other two methods becomes larger with the decrease
in SNR.

5. CONCLUSION

As shown in the experiments, the speech and the noise may be both
sparse over a dictionary learning on clean speech. This problem is
more severe when the noise is speech-like, such as the white (like un-
voiced speech) and babble noises. Under this condition, more resid-
ual noise may remains in the enhanced speech, resulting a perfor-
mance degradation or even a failure in noise reduction. To solve this
problem, we proposed RNR to reduce the residual noise by ignoring
the atoms which represented noise sparsely. Experiments showed
that RNR performed better than BPDN and spectral subtraction.
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