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ABSTRACT

In this paper, we present an extension of a recently developed
AM-FM decomposition algorithm, which will be referred to as the
extended adaptive Quasi-Harmonic Model (eaQHM). It was previ-
ously shown that the adaptive Quasi-Harmonic Model (aQHM) [1]
is an efficient AM-FM decomposition algorithm with applications
in speech analysis. In this paper, we show that a simple exten-
sion of the aQHM algorithm to include not only frequency but
also amplitude adaptation results in higher performance in terms of
Signal-to-Reconstruction-Error Ratio (SRER). To support our hy-
pothesis, eaQHM is tested both on synthetic signals and on a subset
of the ARCTIC database of speech. Overall, compared with aQHM,
eaQHM improves the SRER by more than 2 dB, on average.

Index Terms— adaptive Quasi-Harmonic Model, Frequency es-
timation, Amplitude estimation, Speech analysis

1. INTRODUCTION
Speech modeling has found one of its principal exponents in the si-
nusoidal model [2], which has been successfully applied in speech
coding and speech modifications. Sinusoidal modeling expresses
a speech signal as a sum of sinewaves, with constant amplitudes
and frequencies over successive frames. The Harmonic plus Noise
Model, HNM [3], is another well known model, with applications in
speech synthesis and speech modification. The HNM decomposes
speech into two components; the harmonic component, which rep-
resents the deterministic part of speech, and the noise component,
which represents the stochastic part of speech. In this way, high
quality prosodic modifications can be achieved. Moreover, time-
varying amplitude and frequency component separation is of great
interest in speech processing sciences due to its strong relationship
with the speech production mechanisms [4].
However, frequency estimation sensitivity is a major drawback of
these models. Poor estimation of frequencies yields very high mod-
eling error and results in artifacts in the reconstructed speech signal.
Recently, a time-varying sinusoidal representation referred to as the
Quasi-Harmonic Model (QHM) has been proposed, which has been
shown to have low sensitivity to frequency estimation errors [1].
This is due to the fact that the model contains a frequency mis-
match corrector which is able to estimate and consequently correct
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frequency mismatches. Moreover, in [1], an adaptive QHM (aQHM)
was suggested, where the model adapts to the local characteristics of
the signal and provides high-quality speech reconstruction. In [5],
the aQHM was used for the accurate estimation of amplitude and fre-
quency (AM-FM) modulations in speech. The aQHM models a sig-
nal as a sum of exponentials with linearly time-varying amplitudes
and non-stationary phases. Hence, the model phase parameters adapt
to the local characteristics of the signal phase and thus, its frequency.
However, in many cases, e.g. in speech, rapid nonlinear amplitude
changes occur within short time intervals. As a consequence, phase
adaptation alone is not enough and amplitude adaptation is also nec-
essary in these cases.
In this paper, we present an extension of the aQHM, referred to
as the extended adaptive Quasi-Harmonic Model (eaQHM). In the
eaQHM, the adaptation process includes not only the frequencies
but also the amplitudes of the basis functions onto which the sig-
nal is projected. This yields a model which can adapt to the ana-
lyzed signal better than aQHM. Experiments conducted on synthetic
and real speech signals show that eaQHM improves the Signal-to-
Reconstruction-Error Ratio (SRER) compared to that obtained by
aQHM. The latter is demonstrated through synthetic and real speech
signals.
The rest of the paper is organized as follows. In Section 2 we will
briefly review the Quasi-Harmonic Model, QHM, and the adaptiv-
ity algorithm, aQHM. Section 3 presents the extension of aQHM,
eaQHM. Section 4 shows a synthetic signal example and addresses
the robustness of the eaQHM in white Gaussian noise, compared to
aQHM. Section 5 provides real speech analysis results for both al-
gorithms. Finally, Section 6 concludes the paper.

2. OVERVIEW OF QHM AND aQHM
In sinusoidal modeling, a signal can be represented as follows:

x(t) =

(
K∑

k=1

ake
j2πfkt

)
w(t), t = −N, ..., N (1)

where K is the number of components with complex amplitudes ak

at frequencies fk, and w(t) is the analysis window. Let us assume
that fk denote the correct frequencies of the signal components. In
sinusoidal modeling, frequencies are estimated first (e.g., by peak-
picking, by considering harmonics of a fundamental frequency, etc.),
before the estimation of the complex amplitudes. The estimated fre-

quencies will be denoted here by f̂k. Then, we may write:

fk = f̂k + ηk, k = 1, ...,K (2)

If the error, ηk, is high, then the estimation of the complex ampli-
tudes, ak, is severely biased.
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2.1. Quasi-Harmonic Model, QHM
To cope with this problem, in [5] and [6] the use of the Quasi-
Harmonic Model (QHM) for the representation of speech was sug-
gested:

x(t) =

(
K∑

k=1

(ak + tbk)e
j2πf̂kt

)
w(t), t = −N, ..., N (3)

where bk denotes the complex slope of the kth component. In the
frequency domain, the kth component is written as:

Xk(f) = akW (f − f̂k) + j
bk
2π

W ′(f − f̂k) (4)

where W (f) is the Fourier transform of the analysis window and
W ′(f) is the derivative of W (f) over f . In [6], it was shown that
QHM is able to correct frequency mismatches using the projection
of bk onto ak. Indeed, it was shown that an estimation of ηk can be
obtained by:

η̂k =
ρ2,k
2π

=
1

2π

aR
k b

I
k − aI

kb
R
k

|ak|2 , (5)

where aR
k , bRk and aI

k, bIk are the real and imaginary parts of ak

and bk, respectively. In [6], it was also shown that this correction
depends on the magnitude of ρ2,k and the value of the term W ′′(f)
at fk. The estimation of ak, bk is performed via Least Squares (LS).

2.2. Adaptive Quasi-Harmonic Model, aQHM
To better model the speech signal, especially its non stationary part,
an adaptive QHM model has been suggested.

x(t) =

(
Kl∑
k=1

(ak + tbk)e
j(φ̂k(t+tl)−φ̂k(tl))

)
w(t), t ∈ [−Tl, Tl]

(6)
where φk(t) denotes the phase function of the kth component and
tl is the center of the analysis window. The term bk plays the same
role as in QHM; it provides a means to update the frequency of the
underlying sine wave at the center of the analysis window, tl. Given
the samples of the input signal in vector s, the model parameters are
found via LS:[

âk

b̂k

]
= (EHWHWE)−1EHWHWs (7)

where W is the matrix containing the window values in the diagonal,
s is the input signal vector, the matrix E is defined as E = [E0|E1],
the submatrices Ei, i = 0, 1 have elements given by

(E0)n,k = ej(φk(tn+tl)−φk(tl)) (8)

and
(E1)n,k = tne

j(φk(tn+tl)−φk(tl)) = tn(E0)n,k, (9)

and the instantaneous phase of the kth component can be computed
as

φ̂k(t) =

∫ tl+t

tl

2πfk(u)du, t ∈ [−Tl, Tl], (10)

where fk(t) is the frequency trajectory of the kth component. In
contrast to QHM, where the argument of the basis functions is para-
metric and stationary, in aQHM the argument of the basis func-
tions is neither parametric nor necessarily stationary. Moreover, the
aQHM basis functions use the instantaneous phases which have been
estimated from the input signal. In that sense these are also adaptive
to the estimates of the current characteristics of the signal.

3. EXTENSION OF aQHM, eaQHM
The extension of aQHM to include amplitude adaptation is straight-
forward:

x(t) =

(
Kl∑
k=1

(ak + tbk)
Ak(t+ tl)

Ak(tl)
ej(φ̂k(t+tl)−φ̂k(tl))

)
w(t),

t ∈ [−Tl, Tl]
(11)

where tl is still the center of the analysis window and Ak(t) is the
instantaneous amplitude of the kth component. The estimation of
the unknown parameters of eaQHM is similar to that of QHM:[

âk

b̂k

]
= (EH

e WHWEe)
−1EH

e WHWs (12)

where W is the matrix containing the window values in the diago-
nal, s is the input signal vector, the matrix Ee is defined as Ee =
[Ee0|Ee1], and the submatrices Eei, i = 0, 1 have elements given
by

(Ee0)n,k =
Ak(tn + tl)

Ak(tl)
ej(φk(tn+tl)−φk(tl)) (13)

and

(Ee1)n,k =
Ak(tn + tl)

Ak(tl)
tne

j(φk(tn+tl)−φk(tl)) = tn(Ee0)n,k,

(14)
It is clear that the basis functions are adapted to the local amplitude
characteristics of the signal. Note that the instantaneous amplitude
Ak(t) is divided by Ak(tl), so as to have unit value at the center of
the analysis window.
Like aQHM, eaQHM requires an initialization step, so QHM will be
used for this purpose, although any frequency estimation algorithm
can be used. Thus, the initials steps consist of the following:

f̂0
k (tl) = f̂0

k (tl−1) + η̂k (15)

Â0
k(tl) = |al

k|, φ̂0
k(tl) = � al

k (16)

where tl is the center of the lth analysis frame. The AM-FM decom-
position algorithm using eaQHM is provided below:

1. Initialization:
Provide initial frequency estimate f0

k (t1)
FOR frame l = 1, 2, · · · , L

(a) Compute al
k, b

l
k using LS

(b) Update f̂0
k (tl) using (15)

(c) Compute Â0
k(tl) and φ̂0

k(tl) using (16)

(d) f0
k (tl+1) = f̂0

k (tl)

END
Interpolation of the parameters {Â0

k(t), f̂
0
k (t), φ̂

0
k(t)}

2. Adaptation of amplitudes and phases:
FOR adaptation i = 1, 2, · · ·

FOR frame l = 1, 2, · · · , L
(a) Compute al

k, b
l
k using φ̂i−1

k (t) and (11)

(b) Update f̂ i
k(tl) using (5)

(c) Compute Âi
k(tl) and φ̂i

k(tl) using (16)

END
Interpolation of the parameters {Âi

k(t), f̂
i
k(t), φ̂

i
k(t)}

END
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The convergence criterion for both algorithms was selected to be
the following:

SRERi−1 − SRERi

SRERi−1
< ε

where SRERi is the Signal-to-Reconstruction-Error Ratio of the
resynthesized signal in the ith adaptation, defined as

SRER = 20log10
σx(t)

σx(t)−x̂(t)
(17)

where σx denotes the standard deviation of x(t), x(t) is the actual
signal and x̂(t) is the reconstructed signal, and where ε is a threshold
set to 0.02 in our experiments. As a last step of the algorithm, the
signal can finally be approximated as the sum of its AM-FM compo-
nents:

x̂(t) =

K∑
k=1

Âk(t)e
jφ̂k(t)

4. VALIDATION ON SYNTHETIC SIGNALS
For the purpose of demonstrating the performance of eaQHM, we
consider a two-component signal with modulated amplitudes and
frequencies, defined as:

x(t) = a1(t)e
j(2πf1t+φ1(t)) + a2(t)e

j(2πf2t+φ2(t)) (18)

where the above parameters are given in Table 1, and the sampling

Sinusoid 1st 2nd

fi 700 1000
φi(t)

π
10

+ cos(2π80t) π
3
+ cos(2π50t)

ai(t) 2 + 0.8 cos(2π100)t 2 + 0.6 cos(2π100t)

Table 1. The parameters of the synthetic signal.

frequency is Fs = 8 kHz, while the window length is 10 msec. It
should be noted that the amplitudes of the signal components are
high-frequency modulated and thus, the local amplitude linearity is
violated. The time-varying amplitudes ai(t) and the time-varying
frequencies Fi = fi +

1
2π

d
dt
φi(t), for i = 1, 2, are to be estimated.

In Figure 1, the parameters as they are estimated by aQHM are de-
picted, whereas in Figure 2, the same information is depicted for the
eaQHM algorithm. As it can be seen in Figures 1 and 2, eaQHM
performs better than aQHM in the estimation of the time varying fre-
quencies and, especially, of the time varying amplitudes.
To test the robustness of the estimations provided by eaQHM, addi-
tive white Gaussian noise of 20 and 10 dB SNR was added to the
synthetic signal x(t) described above. For comparison purposes,
results for the aQHM are also provided. The performance of the al-
gorithms is measured through the Mean Absolute Error (MAE) for
amplitudes and frequencies. The MAE of a parameter θ is defined
as:

MAE{θ̂} =
1

M

M∑
i=1

|θ̂(i) − θ| (19)

where θ(i) is the estimated parameter at the ith simulation, and M
is the number of Monte Carlo simulations. The results shown in this
section are based on M = 10000 Monte Carlo simulations and the
length of a Hamming analysis window for both models was 10 msec.
The analysis step size was set to 1 sample. Table 2 presents the MAE
and SRER scores for the aforementioned levels of noise.
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Fig. 1. Parameter estimation for aQHM. Upper panel: Amplitude
(left) and Frequency (right) estimation for first component. Lower
panel: Amplitude (left) and Frequency (right) estimation for second
component.
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Fig. 2. Parameter estimation for eaQHM. Upper panel: Amplitude
(left) and Frequency (right) estimation for first component. Lower
panel: Amplitude (left) and Frequency (right) estimation for second
component.

MAE scores and SRER

SNR Model a1(t) a2(t) F1(t) F2(t) SRER(dB)

∞ aQHM 0.2380 0.1842 7.6105 9.1731 22.6
eaQHM 0.0889 0.0949 5.9217 7.0505 42.0

20 dB
aQHM 0.2235 0.1735 7.2704 7.8563 18.2
eaQHM 0.1036 0.1079 6.1682 7.1241 20.3

10 dB
aQHM 0.2317 0.1860 8.6071 9.0302 10.7
eaQHM 0.1490 0.1476 8.0513 8.1022 10.9

Table 2. MAE scores and SRER for aQHM and eaQHM for 104

Monte Carlo simulations.
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5. VALIDATION ON VOICED SPEECH
The next step is to test the proposed model on real speech, and in par-
ticular, on voiced speech signals. The suggested iterative AM-FM
decomposition algorithm based on aQHM/eaQHM can be applied
on voiced speech signals in a straightforward way. Actually, the
aQHM/eaQHM algorithm can be applied on a large voiced speech
segment. Indeed, assuming that voiced speech is quasi-periodic and
that the frequency content of voiced speech signals does not change
very fast, then we only need to provide the fundamental frequency of
the first voiced frame at the beginning of the voiced segment, f0(t1),

and then assume f̂0
k (t1) = kf0(t1). Applying QHM analysis on

the first voiced frame, an updated set of f̂k can be obtained for that
frame. The updated set of frequencies can then be used as initial es-
timates for the next voiced frame. Continuing in this way, the whole
voiced region will be analyzed by providing just the fundamental
frequency for the first frame of the voiced segment. It is worth not-
ing that the accuracy of the fundamental frequency estimator is not
crucial for aQHM, since frequency mismatches are easily corrected.
For our purpose, we consider a voiced speech signal from the CMU-
ARCTIC database with sampling frequency Fs = 16 kHz and dura-
tion of about 0.35 sec. For both algorithms, the number of harmonics
was set to K = 40 and an estimate of the fundamental frequency of
the beginning of the segment was given to the algorithm. At most
10 adaptations were allowed to the models. The analysis window
size was 2.5 pitch periods and the analysis step size was 1 sample.
In the following, the signals are considered up to a fixed maximum
voiced frequency (5500 Hz). The original signal, along with the
aQHM/eaQHM reconstructed signals and corresponding reconstruc-
tion errors, are shown in Figure 3.

To objectively compare the performance of both algorithms, the
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Fig. 3. Upper Panel: Original signal. Middle panel: aQHM (left)
and eaQHM (right) reconstructed signal. Lower panel: aQHM (left)
and eaQHM (right) reconstruction error.

SRER defined in (17) was used. The SRER was 41.2607 dB for
aQHM and 45.2166 dB for eaQHM. Two adaptations for aQHM
and three adaptations for eaQHM were necessary for the models to
converge.
To confirm these results, a large-scale objective test was performed.
Using three different step sizes, namely 1ms, 2ms, and 4ms, we an-
alyzed and reconstructed about 50 minutes of voiced speech from 3

speakers in the ARCTIC database. The sampling frequency of the
speech signals was downsampled to 16kHz. A Hamming window
of fixed length was used; 3 times the average pitch period of the
speaker. The same window was used for both aQHM and eaQHM.
The number of components was set to K = 30. The average and
standard deviation of the SRER (in dB) is provided in Table 3, along
with various time-steps. Table 3 also presents the average number
of adaptations (NoA) needed for the algorithms to converge. It is

ARCTIC database evaluation

Step Method Mean (dB) Std (dB) NoA

1 msec
aQHM 34.5 4.6 2.9
eaQHM 35.8 5.7 3.8

2 msec
aQHM 31.0 4.0 3.5
eaQHM 33.2 5.0 3.9

4 msec
aQHM 30.8 3.4 3.6
eaQHM 32.8 4.6 6.1

Table 3. Mean and Standard Deviation of SRER (in dB) for approx-
imately 50 minutes of voiced speech from the ARCTIC database.

evident that, on average, eaQHM scores higher in terms of SRER,
requiring, however, slightly more iterations than aQHM.

6. CONCLUSIONS
In this paper, an extension to the recently developed aQHM algo-
rithm was presented, called eaQHM. In eaQHM, the amplitude,
along with the frequency of the signal, was included in the adap-
tation process in a straightforward way. Experiments on synthetic
signals showed that eaQHM performs better than aQHM in terms of
MAE and SRER. Its robustness in the presence of white Gaussian
noise was demonstrated. Experiments on voiced speech using the
ARCTIC database showed that eaQHM outperforms aQHM in terms
of signal reconstruction.
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Télécommunications, 1996.

[4] T. F. Quatieri. Discrete-Time Speech Signal Processing. Prentice
Hall, Engewood Cliffs, NJ, 2002.

[5] Y. Pantazis, O. Rosec, and Y. Stylianou. AM-FM estimation
for speech based on a time-varying sinusoidal model. In Inter-
speech, Brighton, Sep 2009.

[6] Y. Pantazis, O. Rosec, and Y. Stylianou. On the Properties of
a Time-Varying Quasi-Harmonic Model of Speech. In Inter-
speech, Brisbane, Sep 2008.

4608


