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ABSTRACT 
 
Low-latency speaker diarization is desirable for online-oriented 
speaker adaptation in real-time speech recognition. Especially in 
spontaneous conversations, several speakers tend to speak alterna-
tively and continuously without any silence in between utterances. 
We therefore propose a speaker diarization method that detects 
speaker-change points and determines the speaker with a fixed low 
latency on the basis of a Bayesian information criterion (BIC) by 
using acoustic features classified into multiple phoneme classes. 
To improve the accuracy of speaker diarization in the low latency 
condition, the speaker-decision is made continuously at each pho-
neme boundary. In an experiment on conversational broadcast 
news programs, our diarization method reduced the speaker diari-
zation error rate relatively by 20.0% compared to the conventional 
BIC with a single phoneme class. The online speaker adaptation 
applied in a speech-recognition experiment reduced word error rate 
at speaker-change points relatively by 7.8%. 

Index Terms— speaker diarization, BIC, phoneme classes, 
speaker adaptation, speech recognition 
 

1. INTRODUCTION 
 
A low-latency speaker diarization for spontaneous and conversa-
tional speech recognition is proposed. If the question “who is 
speaking now” were accurately resolved with a low latency from a 
given speech, the performance of real-time speech recognition 
would be improved by techniques such as speaker adaptation [1]. 

Speaker-diarization systems are divided into two types: online 
or offline. In the case of general offline types, an audio stream is 
first split into several smaller segments that are then agglomerated 
according to a criterion such as the Bayesian information criterion 
(BIC) or the generalized likelihood ratio (GLR). On the other hand, 
online systems determine whether a speech segment belongs to one 
of the known speakers or a new speaker without use of future 
speech data. For real-time speech recognition during live TV pro-
grams, which is our target application, online systems should 
shorten the processing delay. 

A conventional method for online speaker diarization consists 
of two steps. First, speech segments are extracted from an audio 
stream using energy-based or model-based voice activity detection 
(VAD). Second, the VAD-based segments are clustered and la-
beled with speaker labels. The accuracy of this diarization method, 
however, may degrade under spontaneous and conversational con-
ditions, since continuous utterances by multiple speakers may not 
be properly segmented and the VAD-based segment consisting of 
multiple speakers may be identically clustered. In this case, subse-
quent audio segments cannot be clustered successfully either. Liu, 

et al. proposed a method that detects points at which the speaker 
changes (hereafter, “speaker-change points”) with respect to each 
phoneme boundary for extracting the segments, each of which 
belongs to only one speaker [2, 3]. However, the speaker cluster-
ing is performed at the end of the speaker’s turn, so the speaker-
decision latency becomes high. A low-latency diarization system 
has been proposed [4], but it clusters the VAD-based segments and 
does not take speaker changes inside one segment into considera-
tion. 

In general speaker recognition or identification, speaker mod-
els are often expressed by Gaussian-mixture models (GMMs) [1, 
4]. However, in the tasks of speaker-change detection and speaker-
decision with low-latency, very short segments, which result in 
less reliable statistics for the GMMs, must be dealt with. 

A speaker-diarization system—which performs speaker-
change detection and speaker clustering based on BIC with multi-
ple phoneme classes—for accurately detecting speaker differences 
even in a short segment is proposed in the following. A perceptual 
evaluation of speaker identification reported vowels and nasals are 
effective for distinguishing speakers [5]. Classification of the a-
coustic features in accordance with phoneme information is there-
fore expected to have a beneficial effect on speaker diarization, 
especially in a low-latency situation. In this study, to improve the 
accuracy of speaker diarization for real-time speech recognition, 
speaker models with these classified features were used. 

Furthermore, a speaker-adaptation method for speech recogni-
tion using the speaker labels given from the speaker-diarization 
running in parallel is proposed. Our speech recognition switches 
acoustic models on the basis of the speaker labels even inside a 
speech segment. The acoustic model is adapted by the maximum 
likelihood linear regression (MLLR) at every speaker-change point, 
where the MLLR uses the speech data before the change points. 

This paper is organized as follows. Section 2 describes the 
proposed online speaker diarization (based on the BIC with multi-
ple phoneme classes) and the online speaker adaptation for real-
time speech recognition. Section 3 describes the experimental se-
tup for performing speaker diarization and speaker adaptation on 
conversational programs in Japanese broadcasting and presents the 
experimental results. Section 4 concludes the study and mentions 
future works. 
 

2. ONLINE SPEAKER DIARIZATION  
AND ADAPTATION 

 

2.1. System overview 
 

The proposed system for speaker diarization and speech recogni-
tion is shown schematically in Fig. 1. Using the same acoustic 
features with speech recognition, the speaker diarization de-
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termines speakers in real time. The acoustic features are 39 
dimensional ones including 12 mel-frequency cepstral coefficients 
(MFCCs), log-power, and their first- and second-order time 
derivatives. In speaker diarization, the acoustic features are classi-
fied into a vowel class, which also includes nasals in this paper, 
and a consonant class in accordance with phoneme information. 
The vowel class is expected to contain more speaker’s acoustic 
individuality than a single class with all phonemes. The phoneme 
information is extracted by real-time phoneme recognition [6]. The 
proposed method detects speaker changes and determines a 
speaker on the basis of BIC with the multiple phoneme classes 
with a fixed latency. No speaker model is necessary at the start of 
the speaker diarization. The speaker models are created or updated 
at each speaker-change point by using all the speech assigned to 
the speaker before the change point. It is possible to set pre-trained 
speaker models for specific types of speakers, such as known an-
chorpersons.  

Speech recognition is performed while the system switches 
among acoustic models in accordance with a speaker label as-
signed through the speaker clustering. The acoustic models used 
for the recognition are also adapted at each speaker-change point 
in the same manner as the speaker models. The speaker adaptation 
is performed by MLLR using the speech before the speaker change 
and the corresponding recognition result. 
 

2.2. BIC with multiple phoneme classes 
 

Online speaker diarization comprises two procedures: speaker-
change detection and speaker clustering. BIC  based on BIC [7] 
is used in both procedures. Widely used to diarize speakers, BIC  
is a criterion for determining whether sets of feature vectors x  and 
y  come from the same speaker or from two distinct speakers. It is 

given as 
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Here, x  is a speaker model, which is a single Gaussian model 
with covariance matrix x  ML-estimated on the corresponding 
data x , P  is a penalty factor composed of a number of frames f  
and dimensions d  of a feature vector, and  is a penalty weight. 

yx  represents a concatenation of the vector sets of x  and y . 
yxf  is therefore the sum of xf  and yf , and yx  represents a 

speaker model in which x  and y  are derived from the same 

speaker. When BIC  is greater than zero, x  and y  are regarded 
as segments uttered by distinct speakers; otherwise, they are re-
garded as being from the same speaker.   

In [8], Eq. (1) is extended to mixture models as follows: 
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where M is a number of mixtures, and m
x  represents the model 

estimated on x  assigned to the m-th mixture distribution consider-
ing hard alignment of frames to the mixture components. 

To express a speaker model with multiple phoneme classes, 
we regard M  as a number of distinctive phoneme classes instead 
of mixture models, and m

x represents the model estimated on x  
classified into the m-th phoneme class. The proposed diarization is 
implemented using BIC  given by Eq. (2), and M  is replaced 
with 2 for the vowel class and the consonant class, unlike the con-
ventional BIC  (with a single phoneme class) indicated by Eq. 
(1). 
 

2.3. Speaker change detection 
 

The proposed speaker-change detection restricts the change points 
at phoneme boundaries only [2]. A speaker-change point is 
detected from a collection of phoneme boundaries, 

clasthyp ttT ,, , where lastt  and ct  correspond to the 
previously detected speaker-change point and current time, 
respectively. hypT  is extracted by phoneme recognition [6] for 
speech detection. The phoneme boundary ht  that satisfies 
equation (3) and inequation (4) is regarded as a speaker-change 
point. 

 ckklast
Tt

h ttxttxBICt
hypk

:,:maxarg  (3) 

 0:,: chhlast ttxttxBIC  (4) 

Here, ttx :  stands for the acoustic features between 1t  and t . 
As soon as a speaker-change point is detected, the following 

(2) 

Figure 1: Proposed system 
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speaker clustering determines who is the speaker (with a fixed 
low-latency) as described in the next section. 
 

2.4. Speaker clustering 
 

 In conventional online speaker diarization, speaker-decision is 
made at the end of the speaker’s turn or VAD-based segment end; 
consequently, the decision latency becomes high. Accordingly, we 
propose a new speaker-decision method with a low-latency w, 
which is a predetermined and fixed value, while continuously mak-
ing the decision at every phoneme boundary for more accurate 
speaker labels with more speech data. This proposed decision 
method is illustrated schematically in Fig. 1 in the case that two 
people, A and B, have a conversation, and the speaker continuously 
changes between A to B at lastt . Their continuous utterances may 
not be properly segmented on the basis of VAD. With the pro-
posed method, at current time ct , the speaker from lastt  to wtc  
is estimated by using the statistics from lastt  to ct . It is carried out 
at every phoneme boundary, because the estimated speaker espe-
cially shortly after the speaker-change points is unstable. Since a 
speaker label given at the previous speaker-decision time pret  is 
already used in speech recognition, the latest speaker label given at 

wtc  is used as a final one from pret  to wtc , and pret  is up-
dated and replaced by wtc  for the next speaker-decision.  

The criterion used for clustering the speaker is 
 ,:, CittxxBIC clastii  (5) 

where i  is the speaker label belonging to a collection of speaker 
clusters C  that is registered in the system, and ix  stands for fea-
ture vectors corresponding to speaker i . A new speaker is assigned 
from lastt  to wtc  if 0iBIC  Ci . Otherwise, the speaker 
is determined to be î  according to 

 clastii
Ci

ttxxBICi :,minargˆ . (6) 

Speaker model ix  is expressed by frame numbers of multiple 
classes, m

xif , and covariance matrices, m
xi . ix  is updated or a 

new speaker model is generated every time a new speaker-change 
point is detected by the speaker-change detection procedure using 
all the speech assigned to the speaker before the change point. 
 

2.5. Speaker adaptation for speech recognition 
 

Real-time speech recognition switches acoustic models to the right 
speaker’s models at every phoneme boundary on the basis of the 
speaker labels sequentially provided by the speaker-decision pro-
cedure. If a speaker change is detected, the speech before the 
change point is used for the acoustic-model adaptation by the 
MLLR. The detailed procedure is as follows. 
 

1) Speaker labels are continuously sent from the speaker diariza-
tion to the speech recognizer with a fixed latency w . It is sup-
posed that a speaker change from one to another, for example, 
from speaker A to speaker B, is detected. 

 

2) The acoustic model used for the speech recognition is switched 
from speaker A’s model to speaker B’s model with a fixed la-
tency w . 

 

3) The acoustic model of speaker A is adapted by using the speech 
and corresponding recognition results obtained before the 
speaker-change point. The adapted model is then used when 
speaker A speaks next. 

 
3. EXPERIMENT 

 

3.1. Evaluation set 
 

The proposed system was evaluated using a Japanese TV talk 
show called “Today’s Close-up,” composed of a conversation be-
tween a newscaster and various guests in the studio. This evalua-
tion set, obtained from seven episodes that aired in May 2008, 
comprised 12,356 words uttered by ten speakers with 120 speaker 
changes and a 3,177-second long speech. 
 

3.2. Speaker diarization results 
 

A penalty weight  for speaker-change detection and speaker 
clustering was determined by using episodes of the program aired 
in the week before the evaluation data. Diarization error rate 
(DER) was used as a diarization evaluation metric. DER is the 
time-weighted sum of false alarm speech (FS), missed speech 
(MS), and speaker error (SE). The acoustic features used in the 
proposed diarization system correspond to all phonemes (except 
silences) extracted by means of phoneme recognition. The accu-
racy of phoneme classification (vowel class and consonant class) 
for the evaluation set was 73%. FS and MS, which were deter-
mined by the phoneme recognition, were 0.6% and 0.4%, respec-
tively. One female anchorperson’s speaker model was trained from 
31-hour speech data and assigned to the diarization system in ad-
vance. The other speaker models were sequentially created and 
assigned to the system during the online speaker diarization.  

In this experiment, the proposed method using BIC  with 
multiple phoneme classes (vowel class and consonant class) was 
compared with a conventional diarization method using BIC  
with a single phoneme class containing acoustic features for all the 
phonemes with different fixed latencies. It was also compared with 
a GLR-based method and a GMM-based method. In this compari-
son, speaker was determined at the end of the speaker’s turn, and 
the decision latency was the length of audio speech between the 
speaker-change points. The GLR-based method replaced BIC  
with GLR [2] for speaker-change detection and speaker clustering. 
The GMM-based method [4] with 128 Gaussian mixtures was 
employed only for speaker clustering with BIC -based speaker-
change detection. 

Diarization results obtained by the proposed and conventional 
methods (with different latencies w  from 2 to 20 seconds) are 
given in Fig. 2. The proposed diarization method reduced DERs 

Figure 2: Comparison of DERs 
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compared with the conventional method for all w . DER was 4.0% 
with 2-second latency for the proposed method, while it was 4.8% 
for the conventional method. A diarization error reduction rate was 
20.0%. The DERs for determining a speaker at the end of the 
speaker’s turn for the proposed method, the GLR-based method, 
and the GMM-based method were 2.6%, 5.7%, and 12.6%, respec-
tively. These results confirm that modeling speakers with multiple 
phoneme classes based on BIC is more effective than the other 
methods especially in a low latency.  
 
3.2. Speaker adaptation results 
 
The speaker adaptation for real-time speech recognition was per-
formed by using the speaker labels from the speaker diarization. 
Original acoustic models to be adapted were gender-dependent 
models that were trained from NHK’s Japanese broadcast news 
consisting of 340 hours of male and 250 hours of female utterances. 
As well as the speaker model for speaker diarization, an acoustic 
model of the anchorperson was also trained from 31-hour speech 
data in advance. This anchorperson’s acoustic model was used for 
the recognition when the diarization system identified her speech, 
and was not adapted any more because her acoustic model was 
considered to be already trained by enough speech data. The other 
acoustic models for the guests were speaker-adapted during online 
speech recognition with speaker labels and speech-recognition 
results.  

 Table 1 compares the word error rates (WERs) for four con-
ditions: non-adapted, oracle adaptation, adaptation based on diari-
zation with a conventional single phoneme class, and adaptation 
based on the proposed diarization with multiple phoneme classes. 
In the non-adapted case, dual-gender speech recognition [6] was 
carried out by using the gender-dependent and speaker-
independent acoustic models. Oracle adaptation means that the 
acoustic models were adapted with true speaker labels. As well as 
the results of the speaker diarization, the performance of the 
speaker adaptation based on the proposed diarization was slightly 
better than that of the conventional adaptation for all the evalua-
tion data (Table 1-a). The WERs were reduced as latency w  in-
creased. With 2-second latency, the improvement of the speaker 
adaptation was less than that in the case with 5 or 10-second la-
tency. This is because the 2-second latency brings about later 
speaker-change detection and delayed switching to the right acous-
tic models for the recognition. This switching delay degraded the 
recognition performance. Because the timing of the switching of 
the acoustic model is influenced by the accuracy of the speaker-
diarization performance around the actual speaker changes, the 
previous or next sentences at speaker-change points were evalu-
ated. As a result, the WERs of the conventional and proposed 
methods were 24.4% and 22.5%, respectively, for 2-second latency 
(word error reduction rate of 7.8%) at the speaker-change points 
(Table 1-b). There was significant difference between the conven-
tional and the proposed methods using a matched-paired difference 
t-test at a significance level of 0.05. This result confirms that the 

proposed method improves the performance of speech recognition, 
especially around the speaker changes in a low latency.  
 

4. CONCLUSION 
 

A low-latency speaker-diarization system based on BIC with 
multiple phoneme classes for conversational speech was proposed. 
To improve the performance of the diarization, acoustic features 
are classified into multiple phoneme classes (vowel class and con-
sonant class) by phoneme recognition. An online method for de-
termining the speaker during the real-time speech recognition is 
proposed. Furthermore, an online speaker-adaptation method using 
speaker information extracted from the diarization system is pro-
posed. Experiments were performed on conversational broadcast 
programs. Our proposed method reduces speaker-diarization error 
rate relatively by 20.0%. Applying the online speaker adaptation in 
the speech-recognition experiment reduced a word error rate rela-
tively by 7.8% at speaker-change points. Future work will involve 
further improving the low-latency speaker diarization, especially 
right after the actual speaker changes. Since speech data are accu-
mulated for speaker adaptation, improving diarization around the 
speaker changes is quite important for speech recognition with 
adapted acoustic models. 
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