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ABSTRACT

One of the objectives in acoustic modeling is to realize robust
statistical models against the wide variety of acoustic condi-
tions that are present in real world environments. As large
amounts of training data become available, modeling subsets
of the data with similar acoustic qualities can be done accu-
rately and multiple acoustic models are jointly used as a form
of system combination or model selection. In this paper, we
propose a method to partition the training data for construct-
ing ensembles of acoustic models using metadata attributes
such as SNR, speaking rate, and duration via a binary tree.
The metadata attribute used at each binary split in the deci-
sion tree is obtained using a metric proposed in this paper
that is cosine-similarity based. The resulting multiple models
are combined using voting techniques such as �-best ROVER.
The proposed method improved the recognition accuracy by
up to 4% relative over the state-of-the-art system on a large
vocabulary continuous speech recognition voice search task.

Index Terms— Automatic speech recognition, multiple
acoustic modeling, system combination, large corpora

1. INTRODUCTION

Hidden Markov Models (HMMs) have proved to be an ef-
fective basis for modeling time-varying sequences of speech
data. However, in order to accurately capture the variations in
real speech, it is necessary to have a large number of models
and to use relatively complex output probability distributions.
HMMs are typically built on cross-word context-dependent
states. However, many non-phonetic features can be used
to improve the resolution of the acoustic model and obtain
higher performance. Examples of such features include gen-
der, speaker or speaker group identity, speaking rate, channel
and environment condition, ambient noise level, etc. One ap-
proach to model these features as tags via state clustering in a
maximum likelihood framework was first proposed in [1]. An
alternate approach involves explicitly partitioning the train-
ing data using many of these attributes and building separate
models that capture the specific characteristics of all the data
in the individual partitions. This leads to several model com-
bination and selection strategies [2, 3]. This paper uses exist-
ing strategies for system combination and addresses how to
build dissimilar acoustic models for an efficient system com-
bination.

The rest of this paper is organized as follows. Section 2
provides a brief survey of ensemble Large Vocabulary Con-
tinuous Speech Recognition (LVCSR) systems. Section 3 de-
scribes the proposed algorithm for partitioning training data,
and Sections 4 and 5 cover the experimental results. Finally,
Section 6 presents our conclusions.

2. BACKGROUND

Modeling acoustic variability is a tough and well-researched
problem and several techniques have been proposed in the lit-
erature. These include, universal models [4], ensemble mod-
els [5, 6, 7], gender or speaker-dependent models, adaptation
and models trained on subsets of the data with similar acoustic
properties. An example of ensemble methods proposed in [8]
discovers factors of acoustic variability from the data in a hi-
erarchical fashion, resulting in the modeling of the long tail of
acoustic conditions present in the data. Partitioning the input
data space to create this ensemble of models can occur in a
supervised and unsupervised fashion with the goal of keeping
these partitions maximally dissimilar from one another. Ev-
ery utterance is represented by a sparse vector of Gaussian
posteriors and the Kullback-Leibler distance is used to cluster
these utterances iteratively to yield a tree of clusters of utter-
ances. The analysis presented in the paper shows that there is
a relation between utterance loudness, SNR, gender, pitch and
perplexity and the nodes of the tree grown in this fashion [8].
While the root models are trained with manual transcriptions,
augmenting them with additional untranscribed data did not
matter much. However, the untranscribed data was used to
augment the remaining nodes of the tree that partitions the
training data space. During decoding, there is no system com-
bination of the various models associated with the tree, how-
ever, selecting the model(s) that best represents the test utter-
ance could be useful in minimizing the WER of a larger per-
centage of the test data [8]. While the paper does not present
an overall relative improvement in WER, it demonstrates a
potential for improving LVCSR performance by partitioning
the training data based on its acoustic characteristics.

System combination is a promising way to obtain a sig-
nificant error reduction in an overall WER. The gains from
combining multiple outputs are increased when the models
are built with maximally different acoustic properties. This
tends to result in greater diversity between the hypotheses
than when using systems from a single model. A successful
system combination and model selection approaches require
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the construction of multiple systems with complementary er-
rors, or the combination will not outperform any of the in-
dividual systems. The system combination is, for example,
realized by building systems on different features. This paper
describes one approach to build maximally dissimilar acous-
tic models for system combinations.

3. ALGORITHMS

In this paper, we propose to do tree-structured training data
splits by explicitly exploiting non-phonetic features includ-
ing SNR, speaking rate, and duration unlike an unsupervised
clustering. The data splits are done by representing an utter-
ance with a vector composed of Gaussian posteriors and eval-
uating a set of posterior vectors with an objective function as
described in the following sections.

3.1. Posterior Vector Representation

Every utterance in the training data set � � ���� ��� ���� ��� ���� ���,
where �� is an utterance and � is the data size, is represented
using a �-dimensional vector of Gaussian posterior proba-
bilities. The posterior vector is averaged in the utterance to
make it a single vector representing the utterance
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where ��� is the feature vector for utterance �� at time 
, and
��������� is the likelihood of �-th Gaussian in �. The pos-
terior vector �� for the utterance �� is composed of �� �
���������� ��������� � � � � ���������� . These posterior vec-
tors are used to evaluate goodness of separation of the data.

Beaufays et. al. suggested that each utterance can be
represented by a sparse supervector of Gaussian posteriors,
whose intrinsic dimensionality is the total number of Gaus-
sians in the system [8]. In contrast, the supervector consist-
ing of Gaussian posteriors in our proposed approach were
generated not from all Gaussian in the system but from ��

Gaussian mixtures obtained by clustering down one of our
baseline models because the supervector is expected not to
reflect contents of utterances but to represent acoustic con-
ditions only. Reduced Gaussians created by clustering are
generalized against utterances as used in a feature space dis-
criminative training, and thus we expect that the supervector
of reduced Gaussian set represents acoustic conditions more,
that are less sensitive to contents of utterances. In this paper,
we used �� = 512.

3.2. Tree Construction with the Cosine Similarity-based
Metric

The training data set is hierarchically divided by the most
dominant attribute of non-phonetic features at each level and
the posterior vectors are used to judge which attribute is the
best for multiple acoustic modeling strategy. The training data
is partitioned using the following procedure.

1. The training data set � is split into two clusters �� and
�� using an attribute of non-phonetic features. If the
feature is continuous value such as SNR, the training
data is split at the median of the value corresponding to
the equal-sized splits.

2. A split score is computed by using posterior vectors of
utterances. If a set of utterances has similar acoustic
characteristics, the posterior vectors point in the sim-
ilar direction. Thus the values of cosine distance be-
tween posterior vectors within the same cluster should
be close to 1. In contrast, the between-class cosine sim-
ilarity of �� and �� is expected to be small. Thus the
similarity of the divided training data sets ���, ��� is
represented as a cosine similarity metric consisting of
within-class similarity � and between-class similarity
	 as
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where �� is the mean vector of �� in the �-th cluster
and � is the data size in the whole training data set �.
The cosine similarity-based split score is defined as

�� � � � �	 � (4)

where � is the scaling factor. A larger score is better for
data splits because we can regard it as more dissimilar.

3. The split score is computed for the remaining non-
phonetic features under consideration and the best
feature is the one with the largest score and the data is
split using this feature.

4. Let ��� and ��� be maximally dissimilar data sets divided
using steps 1 to 3. This split process can be hierarchi-
cally repeated on the binary tree structure against re-
sultant ��� and ��� until the desired number of splits are
reached.

In this paper, we used non-phonetic features to create binary
partitioned data sets, but any algorithm to partition the data
such as the unsupervised clustering based one proposed by
Beaufays et. al [8] can be used and the quality of the splits
can be evaluated using the metric presented here.

Instead of using cosine similarity metric we addressed in
the paper, we can think of using variance-based metric. But
the variance-based partitioning can be unexpectedly depen-
dent on the contents of the utterances. When the utterance
is phonetically well-balanced, the posterior vector �� can be
a good representation of only the acoustic characteristics as
techniques such as Cepstral Mean Subtraction (CMS) average
out the channel related characteristics. In contrast, if the utter-
ances are short or not well-balanced, the posterior vector in-
cludes phonetically biased components, and thus cosine sim-
ilarity metric can be better for utterance representation than
variance-based metric.

4. EXPERIMENTS

The experiments presented in this paper are all based on
speaker independent models that are discriminatively trained
(DT) on an LVCSR voice search task. We present results
on an in-house test set for voice search in English. To date,
no standardized test exists in the community to benchmark
systems for the voice search task. However, similar tasks
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Table 1. Baseline performance with DT models.
WER%

Training Data Set Dev Eval
Set A 24.0 25.0
Set B 22.5 23.1
Set C 20.8 21.4

have been studied in the literature [9, 10] where the baseline
systems range in WERs from 16% to 25%. The acoustic
models are built on data from several hundreds of speakers
with the data ranging from a few seconds to few hours per
speaker.

4.1. Baseline Models

The front-end acoustic features are 13-dimensional PLP fea-
tures. Utterance level mean normalization, where the statis-
tics are calculated only on the speech regions of the data, is
used throughout the Maximum Likelihood (ML) and discrim-
inative training steps. In ML training, LDA+MLLT trans-
forms are generated by splicing 9 frames of PLP features
and reducing the feature vector to the 40-dimensional feature
space [12]. We build three sets of acoustic models trained
from different quantities of data. Training set A comprises of
about 150 hours, training set B is made up of approximately
a thousand hours and training set C comprises of an order of
magnitude more data i.e. over 5000 hours (Table 1). The
ML models for set A contain roughly 150K Gaussians with
5000 quinphone context-dependent states while the ML mod-
els for set B contain roughly 200K Gaussians with 7K states.
Models trained with set C contain roughly 600K Gaussians
and 20K states. After ML training, the models are discrimi-
natively trained using the boosted MMI criterion. Results are
presented on 2 test sets: Dev and Eval with approximately 4K
and 70K words.

Table 1 tabulates the performance of the baseline models
for the development and evaluation test sets. Consistent with
what has been reported in the literature, a five-fold increase in
training data size yields a reduction in WER of about 5 to 7%
relative while an order of magnitude increase in the amount
of training data leads to approximately 14 to 16.5% relative
improvement in the WER. Several training methodologies to
derive benefits from additional training data have been pre-
sented in the literature with a consistent message that one has
to carefully select the most beneficial parts and find a model
that best represents the selected data.

5. RESULTS

5.1. Generated Binary Decision Tree
In this section, we discuss a binary tree generated from co-
sine similarity-based metric. Figure 1 shows the generated
tree. A set of non-phonetic features including random crite-
rion which means data set is randomly partitioned into two
clusters, audio duration, silence duration before speech, lat-
tice density, the average log likelihood of an utterance, SNR,
speaking rate, silence duration after speech ends, usage fre-
quency, and utterance duration are used to build the tree. In
the figure, each node of the tree corresponds to a data cluster.
Looking at the tree, the non-phonetic feature of SNR appeared
at the root node. This means that SNR is the most important

factor to build the dissimilar models from one another. Con-
sidering the second level of the tree, SNR is dominant again in
�� nodes, but�� node is split using a different feature, which
is speaking rate here. When we built the tree with variance-
based metric in another experiment, a non-phonetic feature of
duration appeared in �� node. The duration of an utterance
relates to the bias of utterance, and hence we hypothesize that
the variance-based metric is unable to properly handle the bi-
ased short utterances. In contrast, the cosine similarity metric
is more robust against such bias and speaking rate is chosen
as the attribute to split the data in �� node. Looking at the
third level of the trees, SNR was selected again as a split fac-
tor in ��� node. This indicates that low SNR data has strong
individuality and can configure the particular acoustic space
effectively along multiple AM strategy. In addition to SNR,
the third level includes likelihood and duration as other use-
ful piece of metadata for partitioning the feature space. Sur-
prisingly, only 4 attributes of the non-phonetic features are
dominant in tree generation.

5.2. ASR Results using Middle Size Corpus
We tested the complementary models trained using our pro-
posed algorithm and compared it to other criteria. We split
training Set B into the partitions obtained at the third level (8
clusters) produced by the tree and built eight acoustic mod-
els of more or less the same size. Each cluster has roughly
one eighth of the training data. A single system was trained
with ML criterion using the entire Set B and this was used to
build the eight discriminatively trained models using cluster-
specific data. This process could be interpreted as an unsuper-
vised discriminative adaptation. The model structure (topol-
ogy) and dimension of the model are not affected but its pa-
rameters are re-estimated with MMI criterion on both feature
and model space using the cluster-specific data. Individual
models comprise 150K Gaussians with 5000 states, similar to
the baseline system trained with Set A (lesser data).

The experimental results on the development test set are
given in Table 2. In this table, the baseline is a single DT
model trained with Set B. “ROVER with random split” refers
to the cluster models built from randomly partitioned training
data into clusters that are the same size as Set A. The proposed
cosine similarity-based split is also used to partition Set B and
the results are compared against the random splits. We used
�-best ROVER [3] for system combination. In the ROVER
combination, the baseline system was also included. Models
built from random splits are acoustically well balanced and
thus each random-cluster model had higher performance than
cosine similarity based cluster models. However the dissimi-
larity of such models is far less. Therefore, the system com-
bination using random-cluster models had poor performance
while the proposed method based on cosine similarity met-
ric showed the best gain of 2.7% relative from the individual
baseline system trained with Set B.

5.3. ASR Results using Large Size Corpus
Similar to the previous section, to better understand the scala-
bility of the proposed method, we split the training set C into
� clusters of equal size. The individual cluster models have
approximately 200K Gaussians with 7000 states. In the previ-
ous, we used an ML-trained single system to build eight mul-
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Fig. 1. Tree illustrating splits based on cosine similarity-based metric.

Table 2. Comparison of models built with different partition-
ing criteria on development test set

System WER%

Set B-based baseline single model 22.5

ROVER with random split 22.3

ROVER with proposed cosine split 21.9

Table 3. Results with system combination on both develop-
ment and evaluation test sets

Combination WER%
Dev Eval

Set C-based baseline single model 20.8 21.4
ROVER with proposed cosine split 20.0 20.5

Model selection (Oracle) 16.6 18.2

tiple systems using discriminative training. This means each
acoustic model shared the same decision tree. In this experi-
ments, we trained the acoustic models to have different deci-
sion trees to enforce more dissimilarity. Table 3 presents the
experimental results with our proposed method on the devel-
opment and evaluation test sets. It can be seen that the WER
dropped from 21.4% to 20.5 (4.2% relative) on the evaluation
test set.

In addition to system combination, we also considered or-
acle WERs when the best cluster model was selected for test
utterances. Each test utterance was clustered by searching the
cluster which gives lowest WER per speaker. The WERs of
test utterances belonging to the cluster were filled in Figure 1
and the overall WER in model selection strategy was added to
Table 3. Looking at Figure 1, it can be seen that the proposed
method had siginificant gains in����,����, and���� nodes.
This result suggests that utterances featured by low SNR, slow
utterance, and short duration are difficult to be recognized ac-
curately, therefore cluster models trained by subset of the data
with similar acoustic condition are promising to decrease an
overall WER. If we could pick the best model, 15% relative
improvement can be seen on the evaluation set.

6. CONCLUSION

This paper proposes a novel approach to partition the training
data with a focus on effective construction of acoustic model
ensembles. The data split is done by using non-phonetic fea-

tures of the training data and the resulting clusters are eval-
uated based on the cosine-similarity-based objective function
to make them maximally dissimilar. System combination us-
ing these cluster models trained with data split by our pro-
posed method showed gains of up to 4% relative over the
state-of-the-art system. In future work, we will investigate an
automatic model selection algorithm using posterior vectors
of utterances.
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