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ABSTRACT

Empirical mode decomposition (EMD) is an adaptive method
for nonlinear and nonstationary signal processing. Although
the algorithm is easy to implement and widely deployed, its
theoretical background and limitations remain uncertain. This
paper investigates the performance of EMD in two tone sep-
aration problem, especially for the transition region between
perfect separation and failure, with emphasis on the effect of
the initial phase. Relationships between amplitude ratio, fre-
quency ratio, initial phase and performance are derived.

Index Terms— Empirical Mode Decomposition, Tone
Separation

1. INTRODUCTION

Empirical mode decomposition is an adaptive signal decom-
position method proposed by Huang et al [1]. Due to its em-
pirical and algorithmic nature, there is currently no complete
theoretical foundation for this method. To better interpret the
underlying principle, Rilling [2] studied two tone separation
problem using EMD and derived analytical constraints under
which EMD may succeed in separation or fail. Delechelle
[3] computed the mean envelop using a 4" order PDE and
proved its equivalence to the sifting operation. Meignen [4]
re-formulated the sifting process by minimizing the squared
derivative of mean envelop.

This paper investigates the performance of EMD in two
tone separation problem, with emphasis in the transition re-
gion between perfect separation and failure. The paper is or-
ganized as follows. Section 2 summarizes the main results
from [2]. After defining the signal model and performance
measure in Section 3, analysis and derivation of the relation-
ship between amplitude ratio, frequency ratio, initial phase
and performance is presented in Section 4. Finally a com-
parison between the estimated and simulation performance is
given in Section 5.
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2. RELATED WORKS

Two tone Separation using EMD has been investigated by
Rilling [2] by constructing a simplified model that is parame-
terized by the amplitude ratio, frequency ratio and phase dif-
ference of the two tones:

z(t;a, f, @) = cos(2mt) + acos(2mw ft + ¢),t € R

where a is the amplitude ratio and f is the frequency ratio
between the two tones. Without loss of generality, they fur-
ther required that f € (0,1) so that the first component in
the model is always of higher frequency. To analyze the per-
formance of EMD for tone separating, the following perfor-
mance measure was utilized:

() (q, f, ) 2 Hdgn)(t?%f)—cos(%rt)‘
"Na, f,0) =

L2(7)
l|acos(2m ft + &)l 27

where dgn)(t;a, f) stands for the first Intrinsic Mode
Function(IMF) extracted with n sifting iterations and [|e([ ;> 1)
is the Euclidean norm on functions defined over [0, T]. This
performance measure is close to 0 when the two components
are correctly separated, and is close to 1 when EMD fails to
extract the two tones. By measuring and averaging it over all
possible ¢, they acquired results similar to Figure 1. It was
observed that the ability of EMD to successfully extract the
high frequency component cos(2nt) depends highly on the
average number of extrema per unit length (or the extrema
rate) r.(a, f). If this number is close to that of the high
frequency component, EMD is more likely to separate the
two tones, otherwise it is unlikely to discover the extrema
of high frequency component thus might fail in tone sepa-
rating. Furthermore, theoretical analysis showed that perfect
separation (™) (a, f) ~ 0) is possible for signals that satisfy
{f <1/3}n{a < (fsin(3ZL))~'}u{af < 1}, while tones
are badly separated (¢™)(a, f) ~ 1) for signals satisfying
af? > 1. No regular pattern of performance was observed
in the transition region as shown in Figure 1 (denoted by the
light grey region).
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Fig. 1. Main result from [2]: Performance measure of sep-
aration for two-tones signals - 2D projection onto the (a, f)-
plane. Critical Curves are plotted as dashed(af = 1), dash-
dotted(af? = 1) and dotted(a f sin(%) = 1) lines. The

black thick line stands for the contour <c§10) (a, f,¢))e =10.5

3. SIGNAL MODEL AND PERFORMANCE
MEASURE

In this paper performance of tone separation in the transition
region is studied. A simplified model similar to the one pro-
posed by Rilling [2] is used, with 27t replaced by x for the
convenience of derivation. Also ¢ is kept as a parameter in
all calculations rather than being averaged out:

F(xz;a, f,p) = cos(z) + acos(zf + @),z € R

In the following sections F' is used to denote the mixture of
two tones, F; for the high frequency component cos(z), and
I, for the low frequency component a cos(x f + ) so that:

F=F +F

The same performance measure is used but will be refereed
to as error function in the following sections. Parameter n is
dropped since we don’t consider the effect of different number
of sifting operations in this work:

o) lldy(t; a, f) — cos(2mt) || 12 1)
N ||acos(27rft+<P)||L2(T)

4. ANALYSIS

In this section we derive the relationship between a, f, ¢
and the error function c¢(a, f, ¢) in the transition region de-
fined by iaf > 1 n{af? < 1}n{f > 1/3}U{a >
(f sin(?’%))_l}). As pointed out by Rilling [2], there is no
regular distribution of extrema if (a, f) falls in the transition
region (Figure 2). In the transition region, our derivation is
carried out for two separate cases:
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Fig. 2. Distribution of extrema when (a, f, ©) are in transition
region. Top plotis F' = F} + F3, solid line in bottom plot is
F| and dashed line in bottom plot is —F%. Each intersection
in bottom plot is marked with a dot, corresponding to one
extremum point in F.

o CaseA: 3 =2k +1,keZ
° CaseB:%;éZk—i—l,kEZ
4.1. Case A

If 1 is an odd integer, F, has period that is integer multiples
of F; and extrema rate are the same around every extremum
point on Fy. In this case if an extremum point related to F7 is
not visible in F' around & = 0, all extrema related to F} in the
entire time span are not visible, so that extrema rate r.(a, f) is
equal to that of the low frequency component F5. It is obvious
that EMD will fail in separating tones since there is no way
for EMD to sift out the high frequency component. Consider
the simple case where ¢ = 0 in Figure 3. In this Figure F
is plotted together with — F} so that each intersection denotes
one extremum in the mixture signal F'. If — F} intersects with
F| only at = 0 around 0, extrema related to F; are not

visible in F'. Since % is odd integer also implies that f <

%, the worst cases situation scenario is a tangency condition
which is already satisfied for the transition region, as stated in
[2] and its approximation is defined by:

3
a> (7522
Now consider the case where ¢ # 0. Since F} is periodic
with period 27, intersections are the same (thus performances

are the same) if
o=2rnkf ke %)

Now suppose the initial phase deviates slightly from ¢ to
©+ Ay as shown in Figure 4. In this case — F} starts to move
to either direction and will eventually become tangent with
Fi so that there are two intersections around z = 0, which
implies one extremum of the high frequency component is
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Fig. 4. Small deviation of phase from ¢ = 0.
now visible in F. To solve for ¢ + Ay in the tangent con-

dition, without loss of generality, we assume ¢ = 0. Now
Fy = acos(zf + Ayp) and we have:

/o /
Fl _FQ
Fl = —Fy
us Ap 3
2 < f < 2

where F{(z) = —sin(z), Fy(x) = —afsin(zf + @),
F/'(z) = —cos(x) and FJ (x) = —af?cos(xzf + ¢). solve
for Ay gives

a2l _ a2 f4
A = sin™ (= oy [ b flrsin™ (| )

(2

If the deviation of ¢ from the one defined in Equation

(1) is smaller than Ay, EMD will fail in separating the two

tones. To summarize, in the transition region, when % is an
odd integer, error function can be calculated as follows:

1 ze8$S

C(a7f’99):{0 .’L‘¢S 3)

where
S={(f,p)12nkf — Ap < p < 2rkf+ Ap,k € Z}

with Ay as defined in Equation (2).

4.2. CaseB

In the general case, since there is no regular pattern for the dis-
tribution of extrema points, in order to have extrema related
to Fy visible on F, we require that F] intersects with —F}
more than once within one cycle of Fj. The more frequent
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Fig. 5. Necessary condition for extrema to be revealed during
EMD sifting process. In both plots solid lines are F| and
dashed lines are —F5. F| and —F} need to have more than
one intersections within one cycle of F} for extremum point
related to Fj to be visible in F'.

this happens inside one cycle of F' (with period T defined
by ZWM, where LC'M stands for the least common
multiplier) the more likely it is for EMD to reveal all the ex-
trema of F} within finite number of sifting operations. This
type of intersection is depicted in Figure 5.

To test the existence of such type of intersection, we solve
for X = [z1 w2 x3 4]7 in the following equalities and in-
equalities

|Fi(z1)] = 1
Fi(z2) = —F;(22)
Fi(z3) = —F;(x3)
Fi(24) = —F;(24)
r1 < X2 < T3 < T4
1 3 (4)
1+ 57 <z <21+ 57T

T+ 7w <x3<x1+27W
!L‘1+%7T<.%'4<3?1+%7T
sign(Fy(z1))(F{(z1) — Fy(z1)) > 0
sign(F](z1))(Fy(z1 + 3m) — F{(z1 4+ 37)) >0

where F{(x) = —sin(z), Fi(x) = —afsin(zf + ¢) and
sign(e) is the signum function. The more solutions and the
smaller T implies a denser distribution of F-related ex-
trema in F', under which case it is easier for EMD to extract
F1. On the other hand, if solutions are fewer and 7' is large,
in the worst case there is only one set of solution per one
cycle of F, which makes it difficult for EMD to sift out all
the extrema points of I} and it will probably fail to achieve
this within finite number of operations. To summarize, in the
transition region, for the general case of % not being an odd
integer, error function can be calculated as follows:
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Fig. 6. Estimated (left) and Simulation (right) error function
for Case A.

1 {X;}=0
cla, f,9) =405 0<N<0.2T 5)
0 N>02Tr

where {X;},7 = 1,2--- N are the set of solutions to
Equation (4).

5. RESULTS

In this section we provide both estimated and simulation re-
sults for the two cases defined in section 4. Error function is
plotted as function of ¢ for different values of (a, f).

Results for Case A are depicted in Figure 6. Left columns
are results from applying EMD to the tone mixture F' and
measuring performance using the error function. Right
columns are analytical results computed from Equation (3).
Analytical solutions are the same with simulation results,
with fluctuations happening only around points where er-
ror functions are close to 0. This is most likely due to the
imperfection of EMD algorithm at signal boundaries.

Results for Case B are depicted in Figure 7. Left columns
are results from applying EMD to the tone mixture F' and
measuring performance using the error function. Right
columns are numerical solutions from Equation (5). Esti-
mated performance matches simulation result if the error
function takes value in {0, 1}. Equation (5) fails to estimate
performance if it takes values in between 0 and 1. Other
conditions have to be taken into account to refine the result.
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Fig. 7. Estimated (left) and Simulation (right) error function
for Case B.

6. CONCLUSION

This paper studied tone separation problem using EMD, with
emphasize on the effect of phase difference in the transition
region of error function. Derivation was carried out for two
cases, yield an analytical solution for special case and nu-
merical solution for general case. Comparison between the
estimated and simulation error function was presented.
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