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ABSTRACT

An effective strategy for transmitter adaptation on slow block-fading
multiple-input multiple-output (MIMO) links is for the receiver to
inform the transmitter of the subspace over which transmission
should take place, and for the transmitter to allocate power uni-
formly over that subspace. The design of a feedback scheme to
implement this strategy can be viewed as a (lossy) source com-
pression problem on a Grassmannian manifold. Memoryless vector
quantization on each fading block is one approach to that prob-
lem, but it neglects any correlation between blocks. In some recent
work, several approaches have been proposed to take advantage of
this correlation. In this paper we propose an alternative technique
that leverages existing Grassmannian codebooks from memoryless
schemes and employs a quantized form of geodesic interpolation.
Distinguishing features of the proposed technique include the fact
that it only requires a single codebook, and the fact that it enables the
step length of the geodesic interpolation to be adapted to the channel
realization, rather than the channel statistics. In some straightfor-
ward simulation experiments, the proposed approach provides better
performance than an existing scheme.

1. INTRODUCTION

In the design of systems for communicating over slow block-fading
channels, the provision of a feedback channel offers the opportu-
nity to enhance the quality-of-service by enabling adaptation of the
transmitter to the channel state [1]. In such systems, the receiver
typically performs (lossy) source compression on the information to
be fed back to the transmitter so that the communication resources
allocated to the feedback channel can be suitably constrained [2]. In
multiple-input multiple-output (MIMO) point-to-point links, a sim-
plified strategy that has proven to be effective is for the receiver to
inform the transmitter of the directions in which transmission should
take place, and for the transmitter to allocate power uniformly over
these directions. This is consistent with results for sets of parallel
subchannels, where the gap to capacity of a scheme that employs
constant power loading over the subchannels with significant gain
is small [3]. In the case of uniform power loading over given di-
rections, many communication objectives depend on the subspace
spanned by the directions of transmission, rather than the directions
themselves. Since subspaces of a given dimension can be repre-
sented by points on the Grassmannian manifold [4], this manifold
is the natural setting for the source compression problem at the re-
ceiver [2]. In particular, memoryless vector quantization schemes on
the Grassmannian manifold form the basis of a number of proposals
for including limited feedback in standards [2, 5].
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Although limited feedback schemes based on memoryless vec-
tor quantization on the Grassmannian manifold offers substantial
performance gains at reasonably low feedback rates, in the case
of block fading channels with significant correlation between the
blocks, the introduction of memory into the source compression
scheme offers the potential for improved fidelity and lower feed-
back rates [6]. The goal of this paper is to describe an intuitively-
motivated incremental Grassmannian quantization technique for
exploiting temporal correlation. Like several recently proposed
schemes [7–9], some of the intuition behind the proposed technique
is derived from the structure of iterative algorithms for optimiza-
tion over the Grassmannian manifold [4, 11]. In particular, in the
proposed scheme the incremental information fed back to the trans-
mitter implicitly informs the transmitter of the direction and the
length of the geodesic update that it should perform on its cur-
rent transmission subspace. The direction is captured by the of an
element in a conventional Grassmannian codebook for a memory-
less scheme. As such, the proposed method requires only a single
codebook, and this codebook can be one designed using existing
approaches to codebook design for the memoryless case.

Geodesic updates for beamforming-based systems have been
considered in [9]. Geodesic updates for spatial multiplexing were
considered in the concurrent work reported in [10], but the nature
of the geodesic update proposed herein is somewhat different from
that in [10]. In particular, in the proposed approach a fraction of
the bit budget is reserved for the length of the geodesic update, and
hence the length of this step can be adapted to the channel realiza-
tion. The incremental Grassmannian feedback scheme for spatial
multiplexing in [8] is somewhat different in the sense that the incre-
ments don’t necessarily remain on the manifold and are projected
back to the manifold using a QR decomposition. In our straight-
forward simulation experiments, the proposed scheme offers some
performance advantages over that in [8], even when it uses a smaller
codebook. This is in addition to the advantage that it requires only
a single codebook. Those results need to be balanced, however,
against the different structure of the computational requirements of
the proposed algorithm.

The incremental Grassmannian feedback scheme proposed in
this paper is formulated in the context of spatial multiplexing, but its
simple structure suggests that the principles of the proposed method
are amenable to application in other contexts, including the MIMO
downlink.

2. SPATIAL MULTIPLEXING WITH LINEAR UNITARY
PRECODING UNDER LIMITED FEEDBACK

Consider a narrowband slow block-fading MIMO link with M trans-
mit antennas and N receive antennas, and let H ∈ C

N×M denote
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the channel matrix for the current block. The principles that un-
derlie the considered class of limited feedback schemes are that the
receiver can use its knowledge of the channel to select the number of
symbols that the transmitter should transmit per channel use, which
we denote by K ≤ min{M, N}, a matrix P ∈ C

M×K with or-
thonormal columns with which the transmitter is to linearly precode
its symbols, and an appropriate coding and modulation scheme for
the symbols. The receiver informs the transmitter of its choice of
K, P and the modulation and coding scheme using a limited num-
ber of feedback bits. Then, for each channel use in the given fading
block, the transmitter synthesizes a transmitted signal vector of the
form x =

p
Es/K P s, where s denotes a vector of K symbols

with E{ssH} = I , and Es denotes the total transmitted energy per
channel use. The received signal vector then takes the form

y =

r
Es

K
HP s + v, (1)

where v denotes the additive noise, which be assumed to be zero-
mean, circular complex Gaussian, with covariance E{vvH} =
σ2I . The constraint that the precoder P has orthonormal columns
implicitly restricts the precoder to uniform power loading, but the
gap to capacity is typically small; cf. [3].

Since P is a matrix, a critical step in the development of a lim-
ited feedback scheme is to devise a way in which the receiver’s
choice of P can be reconstructed at the transmitter using only a
small amount of feedback. A key observation in devising such a
scheme is to recognize that for a system of the form in (1) in which
P ∈ C

M×K has orthonormal columns, a number of common com-
munication objectives, including the Gaussian mutual information,
depend on the subspace spanned by the columns of P , rather than
the columns themselves. Since subspaces of dimension K < M
in C

M×K can be represented by points on a Grassmannian man-
ifold [4], that manifold is the natural setting in which to devise a
feedback scheme for P . In the remainder of the paper we will con-
sider the simplified case in which K is fixed. Although there are
natural ways to extend the methodology, our focus on this case will
enable an efficient exposition of the principles of the approach.

3. MEMORYLESS GRASSMANNIAN LIMITED
FEEDBACK

As pointed out above, the problem of devising a low-rate feedback
scheme for the unitary precoder P can often be viewed as a source
compression problem on a Grassmannian manifold [12]. In scenar-
ios in which the fading blocks are largely uncorrelated, a simple ap-
proach is to neglect the correlation between blocks and employ the
principles of memoryless vector quantization [6] on the manifold.
In such systems, for a given K < M , both the receiver and the
transmitter are provided with a codebook F = {F i}

L
i=1 containing

L = 2B (tall) matrices of size M × K with orthonormal columns,
each of which is a Grassmannian representative of the subspace it
spans. The receiver selects the precoder P from the elements of the
codebook, and sends the B-bit index of this precoder to the transmit-
ter. As such, there are two key design aspects: the off-line process
of constructing of the codebook, and the on-line process that is used
to select the most appropriate precoder from the codebook [2].

An advantage of the technique that will be proposed herein for
incorporating memory into Grassmannian limited feedback schemes
is that the underlying principles are not dependent on these choices.
However, for simplicity in our discussion we will focus on the un-
structured case in which the elements of the channel matrix H are

assumed to be i.i.d. zero-mean complex Gaussian random variables.
In that case, it can be shown that the elements of the codebook
should be well separated on the manifold [2, 12]. The distance met-
ric on the manifold that is appropriate for quantifying the notion
of separation is dependent on the performance metric for the lim-
ited feedback scheme. In the case in which the performance met-
ric is the Gaussian mutual information, the Fubini-Study distance,
dFS(F i, F j) = arccos

˛̨
det

`
F H

j F i

´˛̨
, is an appropriate distance

metric for codebook construction. Given the availability of a code-
book F at both the transmitter and receiver, the on-line precoder
selection process performed by the receiver is simply to select the
precoder in the codebook that maximizes the chosen performance
metric. In the case that the performance metric is the Gaussian mu-
tual information, that problem can be written as

P = arg max
F i∈F

log det
`
IK + ρF

H
i H

H
HF i

´
, (2)

where ρ = Es/(Mσ2). As mentioned above, what is actually fed
back to the transmitter is the index of the optimal F i in (2). The
transmitter obtains P by consulting its local codebook.

4. TOPOLOGY OF GRASSMANNIAN MANIFOLD

The intuition that underlies the proposed technique for incorporating
memory into Grassmannian feedback schemes resides in the topol-
ogy of the Grassmannian manifold. In particular, given a point on
the manifold represented by F i, one can move along the manifold
to a point represented by F j by following the geodesic, which is
analogous to a great circle on a sphere. To write an expression for
that geodesic, we note that the tangent to the manifold at the point
F i in the direction of the point F j is [13]

Δ(F i, F j) =
`
IM − F iF

H
i

´
F j

`
F

H
i F j

´−1
. (3)

If we let Δ(F i, F j) = UΣV H denote the compact singular value
decomposition of Δ(F i, F j), then the points on the geodesic from
F i to F j can be written as [4]

F (t) = F iV cos(Σt)V H + U sin(Σt)V H , (4)

for t ∈ [0, 1].

5. PROPOSED INCREMENTAL GRASSMANNIAN
LIMITED FEEDBACK SCHEME

A straightforward way to take advantage of correlation between fad-
ing blocks is to consider an incremental quantization scheme. Rather
than sending information regarding the actual precoder to be em-
ployed, as it does in memoryless schemes, in an incremental scheme
the receiver sends information that enables the transmitter to up-
date its current precoder. The potential of incremental quantization
schemes in limited feedback applications has become apparent of
late, and a number of different updating strategies have been consid-
ered [7–10]. The proposed incremental quantization scheme is based
on geodesic updates, but rather than constructing a codebook in the
tangent space, we compute the directions of the updates from the el-
ements of a conventional Grassmannian codebook for memoryless
quantization.

In the proposed incremental feedback scheme, the B bits that
are available for feedback are partitioned into two sets of size Bcb

and Bstep, respectively. The set of Bcb bits is used to index the el-
ements of a Grassmannian codebook Fcb of size Lcb = 2Bcb from
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Fig. 1. A pictorial representation of the proposed technique. The
points marked P un,n denote the sequence of precoders that would be
chosen if the feedback were unlimited. The circles denote the points
F i in the Grassmannian codebook (which do not have to be uni-
formly spaced), and the points P n denote the precoders generated
by the technique. Note that the Grassmannian manifold is compact,
and hence the edge effects that appear in this pictorial representation
do not arise in practice.

a memoryless scheme, and and the set of Bstep bits is used to in-
dex a quantization of the interval [0, 1], T = {t1, . . . , tLstep}, where
Lstep = 2Bstep . To describe the principle behind the method, let P n

denote the precoder for block n. The precoder for the next block is
obtained by informing the transmitter to take a step of size tn ∈ T
along the geodesic in the direction of an element F n of Fcb. The
initial precoder, P 0 is determined using conventional memoryless
quantization using the codebook Fcb. This principle is illustrated in
the conceptual diagram in Fig. 1, where P 0 is obtained using mem-
oryless quantization, P 1 is obtained by taking a step from P 0 in the
direction of F 5, and P 2 is obtained by taking a step from P 1 in the
direction of F 10.

To formalize the procedure, let us consider the case in which the
performance metric is the Gaussian mutual information,

GMI(P ) = log det
`
IK + ρP

H
H

H
HP

´
. (5)

The algorithm proceeds as follows:

1. Initialization: The receiver selects the initial precoder P 0 as
P 0 = arg maxF i∈Fcb GMI(F i), and feeds back the corre-
sponding index.

2. Incremental updates: Given P n, the precoder for the nth fading
block, the receiver uses (3) to construct the tangent Δ(P n, F j)
for each F j ∈ Fcb. For each tangent, the receiver considers
steps along the corresponding geodesic of size ti ∈ T , i =
1, . . . , Lstep. Using (4), this process generates LcbLstep = 2B

candidate precoders, which we denote by Gi ∈ Gn. The receiver
then determines

P n+1 = arg max
Gi∈Gn

GMI(Gi), (6)

and feeds back indices that enable the transmitter to construct
P n+1. These indices are the index of the direction F i ∈ Fcb and
the step size ti ∈ T that generated P n+1 in (6).

Although this incremental approach is based on a rather simple con-
cept, it has a number of interesting properties.

a. The codebook that is used for the directions of the incremental
update can also be used in the memoryless quantization process

in the initialization step. As such, there is no additional storage
requirement. (Actually, since Bcb < B, the codebook is actu-
ally smaller than the codebook for the same feedback rate in the
memoryless case.) Furthermore, this enables a system designer
to take advantage of existing codebooks for memoryless quanti-
zation [2,5,12]. This alleviates some of the difficulties associated
with constructing codebooks for increments; cf. [8, 9].

b. Since the proposed technique is based on updates along geodesics,
the precoder in (6) lies on the manifold. As a result, the additional
projection step employed in the method in [8] is not required.

c. In the proposed technique a fraction of the feedback budget is
reserved for the size of the geodesic step, and this enables the step
size to be adapted to the channel realization. This is in contrast to
the methods in [8, 10], where the corresponding notions of step
size are adapted to the channel statistics.

d. In the proposed scheme the quantization T of the step size can be
adapted to the temporal correlation of the channel. Furthermore,
for systems in which the feedback is subject to delay, the pro-
posed technique can be modified to mitigate the effects of delay
by performing prediction. A simple way to do so is to scale the
value of the step size.

e. Given its ability to interpolate between points in the codebook
for memoryless feedback (cf. Fig. 1), the performance of the pro-
posed technique is less sensitive to the quality of the codebook
than conventional memoryless feedback schemes. Indeed, if the
channel is constant, this interpolation yields a feedback scheme
with higher resolution than the underlying memoryless scheme.

The computational cost of the process in (6) in the proposed
approach is the same as that of the corresponding step precoder
selection in a memoryless quantization scheme with a codebook
of 2B elements. However, the proposed approach does incur ad-
ditional computation cost in computing the Lcb = 2Bcb tangents,
Δ(P n, F j) and the corresponding geodesics. Like other incremen-
tal methods [8–10], the proposed technique is sensitive to errors in
the feedback channel, but given the low rate of feedback these can
be mitigated by error control coding, and the receiver can initiate a
reset in the incremental scheme if its rate of repeat requests suggests
that feedback errors have occurred.

6. SIMULATION RESULTS

In this section, we examine the performance of the proposed tech-
nique in a simple richly-scattered block-fading environment with
M = 4, N = 2, and K = 2. The evolution of the channel ma-
trix H is modeled by a first-order Gauss-Markov process, in which
the channel at the nth block is

Hn = αHn−1 +
p

1 − α2 H̃n, (7)

where H̃n has i.i.d. zero mean complex Gaussian entries of unit
variance, and the temporal correlation is related to Jakes model via
α = J0(2πβ), where J0(·) is the zeroth order Bessel function of the
first kind, and β is the normalized Doppler frequency. We evaluate
the proposed technique in terms of the Gaussian mutual information,
and we compare its performance to that of a memoryless scheme that
employs the same number of feedback bits, the idealized case of un-
limited feedback, and the differential approach proposed in [8]. For
the memoryless scheme we employ a codebook of 24 = 16 pre-
coders designed using a tailored version of the smoothed optimiza-
tion technique outlined in [14], and for the method in [8] we use a
codebook of 16 precoders provided by the authors of that paper. For
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Fig. 2. Gaussian mutual information against channel use for the pro-
posed approach (denoted GAPC), the memoryless approach (one-
shot), the approach in [8] (Diff) and the case of unlimited feedback,
in an environment with α = 0.997.

the proposed technique, we reserve one bit for the quantization of the
step size, and we consider a codebook of 23 = 8 precoders designed
using the tailored version of the method in [14].

In Figs 2 and 3 we provide the Gaussian mutual information
achieved in scenarios with α = 0.997 and 0.988, respectively. For
a carrier frequency of 2.5 GHz and a feedback interval of 5 ms these
values correspond to speeds of 1.5 and 3 km/h, respectively [15].
The quantization T of the step size was chosen to be {0.1, 0.5}.
These figures show that in these slowly varying channels, the pro-
posed incremental quantization technique is able to take a step across
the gap between the performance of the memoryless quantization
scheme and that of a system with unlimited feedback. In the case of
the slower varying channel, the proposed technique converges faster
than that in [8], and in the faster varying channel, the proposed tech-
nique provides a modest performance gain over the technique in [8].
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