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ABSTRACT

In this paper, user-guided source separation based on indepen-
dent vector analysis is presented. In this framework, temporal
power variations of sources can be tuned by a user. The infor-
mation is exploited as prior distributions of source activities
in independent vector analysis with time-varying Gaussian
model, and source signals are separated by maximum a pos-
teriori (MAP) estimation. Experimental evaluations show the
source activity tuning is much effective to improve the sep-
aration performance in hard mixing conditions such as long
reverberation or level mismatch of sources.

Index Terms— independent vector analysis, maximum a
posteriori estimation, user-guided source separation

1. INTRODUCTION

Source separation is a technique to recover original signals
from mixtures with unknown mixing conditions, which has
been actively investigated in array signal processing field. In
the blind and overdetermined case, independency between
sources is a dominant cue in many researches [1, 2]. Among
them, independent vector analysis (IVA) [3, 4] is one of the
much attractive approach since it is theoretically not affected
by the permutation ambiguity due to the model including de-
pendencies over frequency components. However, in hard
mixing conditions such as long reverberation, short signal
length, spatial proximity of sources, the separation perfor-
mance with IVA has not been sufficient yet.

While, apart from the full blind condition, improving the
separation performance exploiting the prior information of
sources such as music scores [5], user-guided information [6],
embedded side information [7] has been recently attempted in
mainly underdetermined cases.

In this paper, we introduce the user-guided approach into
independent vector analysis in order to improve the separa-
tion performance. In this framework, a user can tune tempo-
ral power variations of sources with listening the sounds of
estimated sources. Generally, providing the accurate tempo-
ral power variations is not always easy. Hence, the informa-
tion is exploited as prior distributions of source activities and
softly combined with the framework of independent vector
analysis. Finally, source signals are separated by maximum a

posteriori (MAP) estimation. Experimental evaluations show
the source activity tuning is much effective to improve the
separation performance in hard mixing conditions.

2. PROBLEM FORMULATION

2.1. Mixing Model and Demixing Process

Assume here that N sources are observed by M micro-
phones. In time-frequency representation, the observed sig-
nals Xτω = [X1τω, · · · , XMτω]T are modeled as a linear
mixing process:

Xτω = AωSτω, (1)

where [·]T denotes vector transpose, Sτω = [S1τω, · · · , SMτω]T
are the original signals and Aω is the mixing matrix, and the
source signals are estimated by

Yτω = WωXτω, (2)

where Wω is the demixing matrix. The problem here is how
to estimate it from Xτω and the source activity information a
user tunes.

2.2. Independent Vector Analysis with Source Activity
Prior

In IVA, a multivariate probabilistic density function for a
source-wise vector Ỹmτ = [Ymτ1, · · · , YmτΩ]T is assumed,
and based on it, demixing matrices are iteratively estimated
by maximizing the likelihood. Conventionally, spherical,
time-invariant, and super Gaussian distributions such as

py(Ỹmτ ) ∝ exp
{
−K

√
||Ỹmτ ||22

}
(3)

have been used in the literature [3, 4] where K is a time-
invariant constant and || · ||2 represents L2 norm of a vector.

It is here supposed that temporal power variations of
sources are provided by user tuning. In order to explicitly in-
troduce the information into the IVA framework, we assume
that sources follow the spherical, but time-variant Gaussian
distribution [8] such as

py(Ỹmτ |σ2
mτ ) ∝ 1

σ2
mτ

exp

{
−||Ỹmτ ||22

σ2
mτ

}
, (4)
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as the probability density function of sources, where the vari-
ance σ2

mτ is shared at all frequency bins, which models the
dependencies over frequency components.

In eq. (4), the variance σ2
mτ represent the power of the

mth source at the τ th time frame. Since it is generally diffi-
cult to provide the accurate temporal power variation of each
source even a user tunes, we handle σ2

mτ as a stochastic vari-
able rather than a deterministic one, and exploit the temporal
power variation of sources provided by a user as the prior dis-
tribution of σ2

mτ . As the function form of the prior, the inverse
gamma distribution is suitable because it is the conjugate prior
of Gaussian distribution. Therefore,

pσ2(σ2
mτ ) ∝

(
1

σ2
mτ

) α
1−α

exp
{
− ασ̄2

mτ

(1 − α)σ2
mτ

}
, (5)

where the information of source activities is given as the mode
σ̄2

mτ , and α is the parameter representing the sharpness of its
distribution in 0 ≤ α < 1.

2.3. Objective Function of MAP-IVA

Generally the maximization of the log posterior probability
J1 = log p(Σ,W|X) is equal to the maximization of the sum
of the log likelihood and the log prior probability:

J2 =
∑
m,τ

log px(X̃mτ |Σ,W) + log p(Σ,W), (6)

where X = {Xmτ},Σ = {σ2
mτ},W = {Wω}. Due to the

independent of Σ and W, the maximization of J2 is rewritten
as

J3 =
∑
m,τ

{
log px(X̃mτ |Σ,W) + log pσ2(σ2

mτ )
}

, (7)

=
∑
m,τ

{
log py(Ỹmτ |Σ,W) + log pσ2(σ2

mτ )
}

+T
∑
ω

log det |Wω|, (8)

where T is a total number of frames. Let eq. (4) and (5) be
substituted in eq. (8):

J3 = −
∑
m,τ

{
1

1 − α
log σ2

mτ +
(1 − α)||Ỹmτ ||22 + ασ̄2

mτ

(1 − α)σ2
mτ

}

+
∑
ω

log det |Wω|. (9)

J3 is the objective function of MAP-IVA. In the next section,
we will propose the maximization method of J3.

3. UPDATING OF DEMIXING MATRIX BY MAP
ESTIMATION

3.1. Update Rule for Variance

Solving ∂J3/∂σ2
mτ = 0, we find the update of variance:

σ2
mτ ← (1 − α)||Ỹmτ ||22 + ασ̄2

mτ . (10)

Fig. 1. The blue and red line means the prior distribution of
variance and given activity parameter σ̄2

mτ as a prior informa-
tion respectively. σ̄2

mτ means the mode of its distribution

Accordingly, σ2
mτ is the weighed sum of the power of the

estimated signal and the mode of the prior Pσ2(σ2
mτ ).

3.2. Update Rule for Demixing Matrix

The objective function about Wω is rewritten as

J3 = −
∑
ω

(∑
m,τ

||wH
mωXτω||22
σ2

mτ

− T log det |Wω|
)

+ C,

(11)
where wH

mω is the mth row of the demixing matrix Wω and
C is a constant independent on Wω. Since a closed-form so-
lution for updating wmω in eq. (11) simultaneously has not
been proposed yet, we instead consider an alternative update
of wmω with keeping other wlω(l �= m) fixed [9, 10, 11]:

Vmω =
1
T

∑
τ

(
XτωXH

τω

σ2
mτ

)
, (12)

wmω ← (WωVmω)−1em, (13)

wmω ← wmω/
√

wH
mωVmωwmω, (14)

where em is an unit vector with the mth element unity em =
[0, · · · , 1, · · · , 0]T . The demixing matrix is updated with the
objective function maximized in eq. (12), (13) and (14). In [9,
10], it is known that its algorithm does not need a parameter
tuning and yields faster convergence than the natural gradient
algorithm [12]. In one step of our algorithm, the variance
σ2

mτ and the demixing matrix Wω are alternatively updated
with each variable fixed.

4. EXPERIMENTAL EVALUATIONS

4.1. Experiment Using True Source Activities

In the first experiment, we investigated how the separation
performance could be improved by providing the information
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of true source activities. In this experiment, two kinds of the
temporal power variation σ̄2

mτ were tested. One was the true
power of the mth source at the frame τ as an ideal condition,
and the other was its binalized version (zero or a positive con-
stant) obtained by a simple thresholding as a realistic condi-
tion. Each of them is denoted as “ideal” or “bin” in Fig. 2,
respectively. The parameter α in eq. (5) was applied for 0.2,
0.5 and 0.8.

The number of sources and microphones were set to 2
and 4, respectively. As source signals, five speech signals (3
males and 2 females) were randomly selected from the TIMIT
database and observed signals were simulated by convoluting
the sources and two kinds of impulse responses (room E2A
with T60 = 300 ms and room JR2 with T60 = 470 ms)
recorded in RWCP Sound Scene Database in Real Acous-
tical Environments [13]. The 10 and 6 combinations of
source directions from {−80◦,−40◦,−20◦, 20◦, 60◦} and
{−30◦,−10◦, 10◦, 20◦} were prepared in E2A and JR2,
respectively. The signal length was 5 s. The separation per-
formance was evaluated by using the averaged gain of SDR
(Signal-to-Distortion Ratio) with BSS toolbox [14] for 100 or
60 simulated sets. Other experimental conditions were shown
in Table 1.

The proposed methods were compared with a conven-
tional IVA with time-invariant multivariate density function
[3] and a frequency-domain independent component anal-
ysis (ICA) followed by permutation correction [15]. In all
methods, whiting and dimensional reduction by principle
component analysis (PCA)[16] were first applied, the largest
two principle components were used as Xτω , a demixing
matrix was initialized by an identity matrix and updated by
auxiliary-based rules [9, 10], the number of its iterations was
30, and the scale ambiguity was solved by minimal distortion
principle [17].

In Matlab ver. 7.8 on a laptop PC with 2.4 GHz CPU, the
computational time of 30 iterations by the proposed method,
conventional IVA, and independent component analysis fol-
lowed by a permutation correction was 5.9 s, 5.5 s, and 11.2 s
respectively. Fig. 2 shows the separation performance by the
SDRs for each method. We can see that the proposed method
shows superior performance to the other conventional meth-
ods. It means that the proposed prior information of source
activities contributes to the improvement of source separation
performance.

4.2. Experiment with Source Activity Tuning by User

In the second experiment, a user practically tuned the source
activities with listening the separated signals and using a Mat-
lab GUI interface we have developed. The two mixtures were
evaluated. One mixture simulated closely-located sources in
reverberation. The sources were 17 s of music signals (vocal,
guitar and drums) selected from the SiSEC database [18].
The source directions were {−10◦, 0◦, 10◦}, respectively,
and the impulse responses in the room JR2 (T60=470 ms)
from RWCP database were used. The other mixture simu-
lated a short observation with level mismatch of sources. The

Table 1. Experimental conditions

microphone spacing 28.3 mm
reverberation time 300 ms (E2A), 470 ms (JR2)

sampling rate 16 kHz
frame length 4096 points (256 ms)
frame shift 1024 points (64 ms)

window function hamming
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Fig. 2. Output SDRs [dB] for different methods

sources were 4 s of 3 speech (2 males, 1 female) from the
TIMIT database, which have different input levels to each
other (SIRinput = 5.1,−6.3,−13.1 dB). The source direc-
tions were {−60◦, 0◦, 60◦} and the impulse responses in the
room E2A (T60=300 ms) were used. In both cases, the num-
ber of microphones was 3, and the parameter α in eq. (5) was
set to 0.9. The other experimental conditions were the same
as the previous experiment.

Table 2 shows the separation performance by the SDRs.
In this evaluation, the proposed method also shows superior
performance. Fig. 3 shows the examples of source activities
tuned by a user and the estimated signals for the music mix-
ture. We can see that the proposed method not only more sup-
pressed the interference but more clearly recovered the origi-
nal signals.
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Table 2. Output SDRs [dB] by tuning source activities

SDR music speech
[dB] vocal guitar drums male1 female male2

Proposed 6.8 1.0 2.2 11.3 3.7 1.6
IVA 1.5 -4.2 1.6 -3.4 -6.1 -11.4
ICA -3.6 -5.0 -4.9 5.9 -0.3 0.6

5. CONCLUSION AND FUTURE WORK

In this paper, we presented a framework of user-guided in-
dependent vector analysis. The experimental results showed
that our user-guided approach improved the separation per-
formance in long reverberation or level mismatch of sources.
This framework can be applied for other scenarios, where
camera or other kind of sensors provides the information of
source activities, which is one of our future works.
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