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ABSTRACT 

 
In this paper we propose a new approach to video based face 
recognition. Our work is based on the Sparse Classification 
approach which assumes that each test sample can be formed 
by a linear combination of the training samples of the correct 
class. Based on this assumption, we formulate the 
classification problem as one of joint sparse recovery of 
Multiple Measurement Vectors (MMV). This requires 
solving an NP hard problem. This problem has not been 
solved earlier; thus we derive an algorithm for solving it. 
The experimental evaluation is carried on the VidTIMIT 
database. The proposed method is compared against an 
HMM based method for video based face recognition and 
the modified Sparse Classification method. The results show 
that the proposed method outperforms both these methods. 
 

Index Terms— Face recognition, joint sparsity, hard 
thresholding. 

1. INTRODUCTION 

In video based face recognition, a video sequence of each 
subject is collected for training. The problem is to identify 
the person given a test sequence. Such a situation can arise 
in customer identification in bank ATMs [1]. When a new 
customer opens a new account in the bank, a training video 
sequence is obtained of this person. When the same person 
visits an ATM at a later date, a video camera is used to shoot 
a test sequence. This sequence is matched against the 
training sequence. If the match is a success, the customer is 
allowed to proceed with the transaction.  

In this work we focus on frontal face recognition. We 
extend the face recognition via the sparse classification 
approach [2] to a video based face recognition problem. The 
aforesaid work [2] addresses the problem of face recognition 
from 2D images. The basic assumption is that, a test sample 
can be formed by a linear combination of the training 
samples of the correct class [2]. 

For single images, the classification problem was 
formulated as an l1-norm regularized least squares problem. 
The classification approach devised in [2] yielded good face 
recognition results. The success of this approach led to 
further research in this area [3, 4]. This approach is called 
the Sparse Classification (SC). 

In [5, 6] we show that the l1-norm regularization is not 
an ideal choice to classify images based on the said 
assumption as there are some theoretical problems 
associated with it. Given the assumption in [2], we have 
experimentally shown that slightly better results can be 
obtained by our Group Sparse Classifier (GSC) [5, 6]. 

In this work, we address the problem of face recognition 
from video sequences. Thus, the test sample consists of a 
series of frame images instead of a single image. In this 
work, we will show how the Sparse Classification approach 
can be extended to the video face recognition problem. We 
will formulate the classification as a Multiple Measurement 
Vector (MMV) recovery problem.  

The MMV recovery problem requires solving an NP 
hard problem. Contrary to previous works [2-6], where the 
ideal NP hard optimization problems are approximated by 
their convex surrogates, in this work, we derive an algorithm 
to approximately solve the NP hard problem directly. 

Our focus is on frontal face recognition; hence the 
experiments were carried out on the ViDTIMIT database 
[7].The Leave-One-Out (LOO) strategy was used for 
experimental evaluation. We compared our proposed 
solution with two state-of-the-art approaches [2, 8]. Our 
method shows considerable improvement over both. 

The rest of the paper is organized into several sections. 
The background of the SC approach is given in Section 2. 
Section 3 formulates the video based face recognition 
problem as one of MMV recovery. The algorithm for 
solving the NP hard problem (arising out of our MMV 
recovery formulation) will be derived in Section 4. Section 5 
shows the experimental results. Finally the conclusions of 
the work are drawn in Section 6. 

2. SPARSE CLASSIFICATION 

The Sparse Classification approach was first introduced in 
[2]. It is assumed that the new test sample of a particular 
class can be expressed as a linear combination of the 
training samples belonging to that class. For example if the 
test sample belongs to class k, then 

,1 ,1 , ,...test k k k n k nv v v     (1) 

where ,k iv represents the ith sample of the kth class, testv is the 

test sample (assumed to be in the kth class) and ,k i is a 
linear weight. 
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Equation (1) represents the test sample by the training 
samples of the correct class only. It can also be represented 
in terms of training samples of all classes (assuming there 
are c classes) as 

1,1 1,1 1, 1, ,1 ,1

, , ,1 ,1 , ,

... ... ...
          ... ...

test n n k k

k n k n c c c n c n

v v v v

v v v
  (2) 

In a concise matrix-vector notation (2) is expressed as, 

testv V      (3) 

1

1,1 1, ,1 ,| .. | |.. | .. |
c

n c c n

V V

V v v v vv v| | | | |1,1 1, ,1 ,1, n,1 ,,1,1,1v v v v1 1 1 1| | | | ||1 11 11 11v v v v| | | | ||
V V

,
1

1,1 1, ,1 ,,.. ,.., ,..
c

T

n c c n1,1 1, ,1 ,1 n,1 ,,1111 1 1 11 11 11 11 11  

The test sample ( testv ) is known, and the matrix formed 
by stacking the training samples as columns (V) is also 
known. The linear weights vector (α) is unknown. In [2], the 
first step towards classification is the computation of the 
linear weights by solving the inverse problem (3). According 
to the assumption in [2], the vector α will be sparse, i.e. it 
will have zeroes everywhere except for αk, i.e. non-zero 
values corresponding to the correct class (assumed to be k). 
Ideally, the following l0-norm regularized least squares 
problem should be solved in order to recover α, 

2

2 0
ˆ min testv V    (4) 

This is an NP hard problem. Following recent work in 
Compressed Sensing, [2] proposed the sparse classification 
approach (SC) where the NP hard l0-norm is replaced by its 
tightest convex envelope, the l1-norm. Thus the following 
problem is proposed instead,  

2

2 1
ˆ min testv V    (5) 

Solving α is the first step in the SC approach. In the 
next step, the residual for each class is computed as follows, 

2
( ) , {1, }test i ires i v V i c    (6) 

The test sample is assigned to the class having the lowest 
residual. 

The term i iV  is the representative sample for the ith 
class. The assumption is that, for the correct class (k), the 
representative sample will be similar to the test sample, and 
therefore the residual error will be the least. 

3. FACE RECOGNITION FROM VIDEO: PROPOSED 
SOLUTION 

In this work, it is assumed that there is a single training 
video sequence available for each person. This is a realistic 
assumption, since in practical situations, e.g. customer 
authentication in banks, the training sequence will be 
comprised of only one video sequence. 

Each frame of the video sequence is an image that will 
be considered as a sample. When all the training samples are 
stacked as columns, the matrix V is the same as in (3).  But 
instead of a single test sample, testvt tvt will be comprised of n 

frames, i.e. (1) ( )| ... | n
test test testv v vvt t

(1)(1)v( )
t t . Extending the assumption 

in [2], each frame of the test sequence is assumed to be a 
linear combination of the training frames i.e. 

( ) , {1, }j
test kv V j n     (7) 

Considering all the ( )j
testv in compact matrix-vector notation, 

(7) can be expressed as the following Multiple Measurement 
Vector (MMV) formulation, 

testv Vv Vt t V      (8) 

where (1) ( )| ... | n(1)(1)(1) | . 
According to the assumption of SC, each of the α(i)’s 

will be sparse, i.e. they will have non-zero values only for 
the correct class. Therefore, the matrix will be row sparse, 
i.e. will it will have non-zero values on rows that correspond 
to the correct class and zeros elsewhere. 

Recent works in signal processing [9-11] have shown 
that it is possible to solve such row sparse MMV problems 
by the following optimization problem, 

2

2,0
min  test F

v Vmin  tvt
22v Vt t VVvt
22    (9) 

where 2.
F

denotes the square of Frobenius’ norm and 

22,0
1

( 0)
C

i

I ( 0)
C

I ( 2I (I and 2( 0) 1I 0)2 0)0 , iff 2 02 0 . 

The inner l2-norm on the rows favors a solution that has 
non-zero coefficients along a row; the outer l0-norm enforces 
sparsity on the number of non-zero rows. The optimization 
problem (9) is NP hard, and there is no algorithm to solve it 
even approximately. For the first time, in this work, we 
derive a modified iterative hard thresholding algorithm to 
solve it. The derivation is given in Section 4. 

Once is solved, finding the class of the training 
sequence proceeds similar to [2]. The residual error is 
computed for each class, 

2
( ) , {1, }test i ires i v V i c{, {,    (10) 

The class with the lowest residual error is assumed to be the 
class of the training sample. 

4. DERIVATION OF ALGORITHM 

For ease of writing, we change the notations in (9) and write 
it as follows, 

2

2,0
min ( ) : ( )

FX
J X J X Y HX X   (11) 

To solve the optimization problem (11), we follow the 
majorisation minimization (MM) approach [12]. The general 
MM approach is as follows: 
Let J(x) be the (scalar) function to be minimized 
1. Set k=0 and initialize x0. 
Repeat step 2-4 until a suitable stopping criterion is met. 
2. Choose G(k)(x) such that  

a. ( ) ( ) ( )kG x J x for all x 
b. ( ) ( ) ( )k

k kG x J x . 
3. Set xk+1 as the minimizer for G(k)(x). 
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4. Set k=k+1, go to step 2. 

Problem (11) does not have a closed form solution and 
therefore must be solved iteratively. At each iteration (k), we 
choose 

( ) 2 ( ) ( )

2,0

( ) || || ( ) ( )( )
           || ||

k k t T k
FG x Y HX X X I H H X X

X  

G(k)(x) satisfies the condition for MM when α is greater than 
the maximum eigenvalue of HTH. This guarantees stability 
of the algorithm. G(k)(x) can alternatively be expressed as, 

( ) ( ) 2
2 2,0

1( ) || ( ) || || ||k k TG x X H Y HX X X K
 

where K consists of terms independent of X.  
Minimizing G(k)(x) is the same as minimizing the following, 

2( ) ( )
1 2,0

1( )
2

k k

F
G X B X X1 ( )( ))G X( )

1 ( ))    (12) 

where ( ) ( ) ( )1 ( )k k T kB X H Y HX . 

For minimizing (12) we follow the approach in [13, 14]. 
Each of the rows of X (denoted by Xr ) are independent 
from each other. Therefore, the minimum of equation (12) 
can be calculated by minimizing with respect to each Xr  
individually. To derive the minimum, we distinguish 
between the two cases, 

2
X 0r   and 

2
X 0r . In the 

first case, the row-wise cost for (12) is λ/α. In the second 
case the cost is 

2 ( )

2
X 2Xr r k rB( )k( )B( )k r( )B . The minimum of 

which is attained at ( )Xr k rB .  
Comparing the cost in both cases (

2
X 0r and 

2
X 0r ), we see that the minimum of (12) is attained 

when, 
( 1)

( 1)

( 1) ( 1)

0,
,  rows (r)

,

k r

k r

k r k r

B
X

B B
 (13) 

This update is actually a modified version of the iterative 
hard thresholding algorithm [14].  

Equations (12) and (13) suggest a compact solution for 
(11). This is given by the following algorithm. 
Initialize: (0) 0X  
Repeat until convergence: 

( ) ( ) ( )1 ( )i i T iB X H Y HX  

( 1)

( 1)

( 1) ( 1)

0,
,  rows (r)

,

k r

k r

k r k r

B
X

B B
 

 

4. EXPERIMANTAL RESULTS 

Since our work focuses on frontal face recognition from 
video, we choose to use the VidTIMIT [7] database which is 
designed for recognition of human faces from frontal views. 
The VidTIMIT dataset is comprised of videos and their 
corresponding audio recordings for 43 people, reciting short 
sentences. For each person there are 13 sequences; 3 
sequences contain head movements (no audio) while 10 
sequences contain frontal views reciting short sentences. The 
recording was done in an office environment using a 
broadcast quality digital video camera. The video of each 
person is stored as a numbered sequence of JPEG images 
with a resolution of 512x384 pixels.   A quality setting of 
90% was used during the creation of the JPEG frame 
images. 

In this work, we work with the 10 sequences containing 
frontal faces. Leave-One-Out cross validation (LOO) is used 
for evaluation. For each person, a single sequence is used for 
training and the remaining 9 sequences are used for testing.  

We compare our proposed face recognition technique 
with two methods – i) Sparse Classification [2] and ii) 
Hidden Markov Model [8]. The Sparse Classification (SC) 
method was actually developed for face recognition from 
images (not videos) But, we have modified it for video 
based recognition. For each frame image of the test 
sequence, the SC optimization problem is solved, 

( )

2( ) ( ) ( )

2 1
ˆ min

j

j j j
testv V  

This optimization problem is solved via the Iterative Soft 
Thresholding (IST) algorithm [17]. All the ( )ˆ j ’s are 
stacked as columns of the matrix as in [7]. The residual 
error for each class is computed as: 

2
( ) , {1, }T

test i ires i v V i c,,T  

The test video sequence is assigned to the class having the 
minimum residual error. We have named this method as 
Modified Sparse Classification (MSC). 

The difference between our proposed approach and the 
repeated use of the MSC on each frame of a test sequence 
lies in the optimization algorithm used to recover the sparse 
linear coefficients. The SC recovers the weights for each 
frame image individually, where as our method recovers the 
weights simultaneously for all the frames using an MMV 
formulation. For the theoretical differences between these 
two recovery approaches, the reader is referred to [10]. 

The details of the HMM based method are found in [8]. 
This method trains one HMM for each training video 
sequence. During testing, the likelihood score for the test 
sequence is computed for the HMM’s trained for each class. 
The test sequence is assigned to the class having the 
maximum likelihood. The only parameter that needs to be 
chosen by the user is the number of hidden states. It is 
known that increasing the number of hidden states improves 
the results, but on the other hand it requires more samples 
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for estimation. For this work, it was found that the best 
results were obtained for 20 hidden states. 

The original images are of very high dimensions. 
Dimensionality reduction has been an active area of research 
in face recognition for the past two decades. However, since 
dimensionality reduction is not the focus of our research, we 
employ the most often used dimensionality reduction 
method which is the Eigenface [15]. The Eigenspace 
projection from higher to lower dimension is computed from 
the training set. This projection is used for dimensionality 
reduction of both the training and the testing samples.  

In Table 1, the recognition rates of the three different 
methods are shown; they are – i) HMM, ii) Modified SC 
(MSC) and iii) the Proposed. The results are shown for 
different lower dimensional Eigenface projections. The 
average recognition rates (for LOO cross validation) are 
shown in the following table. 

Table 1: Recognition Rates in % 
Method Number of Eigenfaces 

20 40 60 80 
HMM [9] 70.12 78.93 83.40 84.41 
MSC 75.41 85.76 92.96 94.49 
Proposed 78.04 90.01 94.55 97.28 

The results show that both MSC and our proposed 
approach yield considerably better results than the HMM 
based technique [8]. Our proposed approach yields the best 
results. Our method and MSC have similar assumptions, but 
the methods used to recover the sparse linear coefficients are 
different. The theoretical difference between the two 
recovery approaches is discussed in [9], where it is said that, 
when applicable, joint MMV recovery yields better results 
than recovering the sparse vectors individually. The other 
difference between MSC and our proposed approach is in 
the nature of formulation of the optimization problems. 
MSC approximates the NP hard problem by its convex 
surrogate, whereas our proposed method directly solves for 
the NP hard problem (but only approximately). 

5. CONCLUSION 

A novel classification approach [2] assumes that any new 
test sample can be expressed as a linear combination of 
existing training samples belonging to the same class of the 
test sample. Based on this assumption, it was shown that the 
classification problem can be formulated as a sparse 
optimization problem. Their classifier was duly named the 
Sparse Classifier (SC).   

In this paper, we address the problem of video based 
frontal face recognition. One can address this problem by 
modifying the SC and repeatedly applying it on the 
individual frames of the test video sequence. But this does 
not yield the best results as has been shown in this paper. 
We have formulated the video based face recognition 
problem as one of joint sparse MMV recovery. It yields 
better recognition results than the Modified SC method on 

the VidTIMIT database. We have also compared our work 
against an HMM based technique [8] for face recognition 
from video. The Modified SC and our proposed method 
yield better results than the HMM based method. 
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