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ABSTRACT

Recently, dictionary learned by sparse coding has been widely
adopted in image classification and has achieved competitive per-
formance. Sparse coding is capable of reducing the reconstruction
error in transforming low-level descriptors into compact mid-level
features. Nevertheless, dictionary learned by sparse coding does not
have the ability to distinguish different classes. That is to say, it is
not the optimum dictionary for the classification task. In this paper,
based on the global image statistics, a novel discriminant dictionary
learning method combining linear discriminant analysis with sparse
coding is proposed to obtain a more discriminative dictionary while
preserving its descriptive abilities and a block coordinate descent
algorithm is proposed to solve the optimization problem. Exper-
imental results show that our algorithm has capabilities to learn
dictionary with more discriminative power and achieves superior
performance.

Index Terms— Sparse coding, image classification, dictionary
learning, linear discriminant analysis

1. INTRODUCTION

Recently, image classification, which aims at associating images
with semantic labels automatically, has become quite a significant
topic. The typical framework adopted by the majority of existing im-
age classification systems is discriminative model [1, 2, 3, 4, 5, 6, 7].
Initially, bag of words model [7] (also called codebook or codeword,
i.e. dictionary), which treats an image as a collection of ”Visual
Words”, is the most commonly used method in image classification.
Although it achieves satisfactory results, bag of words model has
two drawbacks. One is that the spatial information for classification
is lost because of unordered ”Visual Words”, thus severely limiting
the classification performance. The other is that each feature only
corresponds to one word, so this hard decision will cause too large
reconstruction error. For the former, the spatial pyramid matching
method proposed by Lazebnik et al. [2] has achieved remarkable
success, and thus becomes an indispensable step for image classi-
fication. For the latter, in order to solve the visual word ambiguity,
Van Gemert et al. [3] suggested kernel-codebook, and Wang et al.
[6] recommended locality-constrained linear coding which utilizes
the linear combination of N-neighborhood bases to represent fea-
tures. Furthermore, Yang et al. [4] proposed sparse coding based
dictionary learning, which represents features by the sparse linear
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combination of several bases, and achieved state-of-the-art perfor-
mance.

However, the reconstruction error criterion takes effect mainly
in measuring the mapping expression when transforming low-level
descriptors into compact mid-level features. For the classification
task, merely abasing the reconstruction error is far from enough.
The optimum dictionary should have the ability to distinguish differ-
ent classes. Hence, Lazebnik et al. [8] incorporated discriminative
information by minimizing the loss of mutual information between
features and labels during the quantization step. Mairal et al. [9]
proposed a sparse coding based discriminative dictionary training
approach with respect to the sparse codes rather than the pooling
results, so it requires each code to be labeled, and ignores global
image statistics.

In this paper, to obtain a more discriminative dictionary while
preserving its descriptive abilities, we combine linear discriminant
analysis (LDA) with sparse coding. To be specific, the Fisher linear
discriminant analysis information is embedded as regularization ter-
m into the original objective function of the sparse coding method
so as to effectively reduce the within-class scatter as well as in-
creasing the between-class scatter. Based on this formula, a novel
block coordinate descent algorithm is proposed to solve the mini-
mization problem. Therein we try to optimize one single variable
at a time, and thus the closed-form solution furthest decreasing the
corresponding objective function is obtained based on the convexity
of a much simpler univariate parabolic function.

The rest of this paper are organized as follows. Section 2
overviews the framework and formulation of sparse coding based
image classification. How to incorporate the discriminant informa-
tion into the existing schematism and construct the corresponding
objective function is elaborated in Section 3. The solution to the
optimization problem of proposed objective function and the imple-
mentation of the algorithm are demonstrated in Section 4. Section
5 shows experimental results and analysis. Discussions and conclu-
sions are drawn in Section 6.

2. NOTATIONS AND RELATED WORK

This section firstly reviews the framework for image classification.
Then, some notations and formulae used throughout this paper are
illustrated.

2.1. Framework of sparse coding based image classification

The framework of sparse coding based image classification include
five major steps [4]: Feature extraction, Dictionary learning, Image
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coding, Pooling combined with spatial pyramid matching (SPM),
and classifier training. Figure1 shows the flow chart of the detailed
framework.
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Fig. 1. The framework of sparse coding based image classification.
There are five major steps: Feature extraction; sparse coding for
dictionary learning; Image coding by dictionary; Pooling combined
with spatial pyramid matching; and classifier training. Obviously,
dictionary learning is the most important part and dominant the per-
formance of classification.

2.2. Notations and formulae for image classification

Let X ∈ R
D×N be the local descriptors randomly extracted from

training images for learning dictionary, D be the dimension of X,
and N be the number of samples in X. For classification task, Let C
represent the number of classes, N0 represents the number of images
extracted from each class for learning dictionary and training classi-
fier, M represents the number of features randomly extracted from
each image for learning dictionary. Then we have N = C×N0×M .
B ∈ R

D×K is the dictionary, K is the size of the dictionary. S ∈
R

K×N is the local descriptors’ codes under given dictionary B.
In this paper, for the convenience of deriving the solution to the

ensuing discriminant sparse coding, we impose additional nonneg-
ativity constraint to the sparse codes. Then sparse coding can be
formulated as minimization of the following objective function:

f(B,S) = ‖X −BS‖2F + 2α ‖S‖1 (1)

s.t. S ≥ 0 , ‖B•i‖2 = 1,∀i = 1, 2, ..., K

Here A•n and Ak• denote the nth column and kth row vectors of
matrix A, respectively. α is a regularization parameter to control the
tradeoff between fitting goodness and sparseness. Dictionary B can
be obtained by solving (1).

After obtaining the dictionary, for each image I , we assume that
X

I ∈ RD×L represents the features extracted from I , and S
I ∈

RK×L represents the corresponding sparse codes. Let fc and fp
denote coding and pooling operators, ZI ∈ RK×1 denotes the im-
age representation. Then the coding step and pooling step can be
formulated as:

S
I = fc(X

I) Z
I = fp(S

I) (2)

3. DISCRIMINANT SPARSE CODING

Although sparse coding algorithm can effectively reduce the recon-
struction error and has achieved competitive performance for image
classification, some other factors, such as within-class scatter and
between-class scatter should be also considered. Specifically, we
should take the strategy to debase the within-class scatter and in-
crease the between-class scatter.

3.1. Discriminant information

Let Zci represent the ith image in the cth class. Then Zci can be
written as follows,

Zci =
1

M

M∑
m=1

S
ci
•m (3)

Let Zc represent the mean vector in the cth class:

Zc =
1

N0

N0∑
i=1

Zci (4)

The within-class scatter DW can be formulated as:

DW =
1

C

C∑
c=1

1

N0

N0∑
i=1

(
Zci −Zc

)T (
Zci −Zc

)
(5)

The corresponding between-class scatter DB is

DB =
1

C(C − 1)

C∑
c=1

C∑
d=1

(
Zc −Zd

)T (
Zc −Zd

)
(6)

3.2. Proposed discriminant sparse coding algorithm

Elevating the between-class scatter and suppressing the within-class
scatter will undoubtedly improve the performance of classification.
In this paper, DW and DB are embedded into (1) as regularization
terms forming the following formula,

f(B,S) = ‖X −BS‖2
F
+ 2α‖S‖1 + βDW − γDB (7)

s.t.S ≥ 0 , ‖B•i‖2 = 1, ∀i = 1, 2, ..., K

where β and γ are the regularization factors that adjust the weight of
within-class scatter and between-class scatter, respectively. In other
words, these parameters are used for balancing the trade-off between
the descriptive and discriminative abilities.

Using (5) and (6), (7) can be simplified as follows,

f(B,S) = ‖X −BS‖2
F
+ 2α‖S‖1 + pu× ‖SU‖2

F

−pv × ‖SV ‖2
F
+ pw × ‖SW ‖2

F
(8)

s.t. S ≥ 0 , ‖B•i‖2 = 1,∀i = 1, 2, ..., K

Here, pu=
β

NM
, pv =

β(C − 1) + 2γC

N(N −N0M)
, pw =

2γ

N(N −N0M)
,

U ∈ R
N×(N0×C) is the feature-image label matrix. If the feature

(i.e. the row index) belongs to the image (i.e. the column index),
the corresponding elements are set to 1; otherwise 0. V ∈ R

N×C

represents the feature-class label matrix. Similarly, if the feature
(i.e. the row index) belongs to the class (i.e. the column index), the
corresponding elements are set to 1; otherwise 0. W ∈ R

N×1 is a
vector with all elements 1.
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4. OPTIMIZATION OF THE OBJECTIVE FUNCTION

In this section, we focus on solving the minimization of objective
function (8). While this optimization problem is not jointly convex
in bothS and B, it is separately convex in eitherS orB. So it can be
decoupled into the following two optimization subproblems which
can be solved by alternating minimizations. Finding the sparse codes
is as follows,

min
S≥0

f(S) = ‖X −BS‖2
F
+ 2α‖S‖1 + pu× ‖SU‖2

F

−pv × ‖SV ‖2
F
+ pw × ‖SW ‖2

F
(9)

Learning bases is as follows,

min f(B) = ‖X −BS‖2
F

(10)

s.t.‖B•i‖2 = 1, ∀i = 1, 2, ..., K

4.1. Finding sparse codes

The objective function in (9) can be rewritten as follows,

f(S) = Tr
{
X

T
X − 2XT

BS + S
T
B

T
BS

}

+2α

K∑
k=1

N∑
n=1

Skn + Tr
{
SGS

T
}

(11)

where G = puUU
T − pvV V

T + pwWW
T . The objec-

tive function (11) in terms of Skn reduces to (12) with B and
{Sij , i = 1, ..., K, j = 1, ..., N} /Skn fixed.

f(Skn) = S
2
kn {1 + pu− pv + pw}+ 2Skn

N∑
m=1,m�=n

GnmSkm

+2Skn

⎧⎨
⎩

K∑
l=1,l �=k

[BT
B]

kl
Sln − [XT

B]
nk

+ α

⎫⎬
⎭(12)

where pu − pv + pw =
C

N2
{β(N0 − 1)− 2γ}, in this paper, we

set β = γ, so pu − pv + pw > 0. Thus f(Skn) is a parabola
which opens up. Based on the convexity and monotonic property of
parabolic function, it is not difficult to know that f(Skn) reaches
the minimum at the unique point.

Skn = max {Hkn − α, 0} /(1 + pu− pv + pw) (13)

where Hkn = −
K∑

l=1,l �=k

[BT
B]

kl
Sln + [XT

B]
nk
−

N∑
m=1,m�=n

GnmSkm.

4.2. Learning bases

Without the regularization term in (9) and additional constraints
in (10), the solution to S and B are dual in objective function
‖X −BS‖2

F
. Hence, ∀d∈{1, 2, . . . , D}, k∈{1, 2, . . . ,K}, with

{Bpq,p=1,2,...,D,q=1,2,...,K} /Bdk and S fixed, the constrained s-
ingle variable minimization problem of (10) has the closed-form so-
lution

Bdk =

[XS
T ]

dk
−

K∑
l=1,l �=k

Bdl[SS
T ]

lk

[SS
T ]

kk

, (14)

B•k =
B•k

‖B•k‖2

4.3. Overall algorithm

Discriminant sparse coding algorithm for learning dictionary is
shown in Algorithm 1. 1 ∈ R

K×K is a square matrix with all ele-
ments 1, I ∈ R

K×K is the identity matrix, and � indicates element
dot product.

Algorithm 1 Fast algorithm for sparse coding

Require: Data matrix X ∈ R
D×N , label matrix U ∈

R
N×(N0×C), V ∈ R

N×C , W ∈ R
N×1, parameter α, β, γ

and K

1: B ← rand(D,K),B•k =
B•k

‖B•k‖2
∀k,S ← zeros(K,N),

pu= β

MN
, pv= (β+2γ)C−β

N(N−N0M)
, pw= 2γ

N(N−N0M)

2: iteration = 0
3: while (f(iteration)−f(iteration+1))/f(iteration)>1e−6

do
4: iteration← iteration+ 1
5: Update S:
6: Compute A = (BT

B)� (1− I) and E = B
T
X

7: for k = 1;k ≤ K;k++ do
8: P 1←reshape(repmat(pu×sum(reshape(Sk•,M,N0×

C)),M, 1), 1,N)
9: P 2 ← reshape(repmat(pv × sum(reshape(Sk•,M ×

N0,C)),M× N0, 1), 1,N)
10: P 3←pw × sum(Sk•)
11: P 4←(pu− pv + pw)× Sk•

12: Sk•=max{Ek•−Ak•S−P 1+P 2−P 3+P 4−α, 0}/(1+
pu− pv + pw)

13: end for
14: Update B:
15: Compute G = (SS

T )� (1−I), W = XS
T

16: for k = 1;k ≤ K;k++ do

17: B•k =
W •k −BG•k

‖W •k −BG•k‖2
18: end for
19: Update the objective function:
20: f = ‖X −BS‖2

F
+ 2α‖S‖1 + pu × ‖SU‖2

F
− pv ×

‖SV ‖2
F
+ pw × ‖SW ‖2

F

21: end while
22: return B, and S

5. EXPERIMENTAL RESULTS

In this section, our discriminant sparse coding (DSC) algorithm is
evaluated on three benchmark datasets, including 8 sports event
dataset [10], 15 natural scene dataset [2, 11, 12], and Caltech101
dataset [13]. For each dataset, the data are randomly split into
training set and testing set based on published protocols. To make
the results more convincing, the experimental process is repeated 8
times, the mean and standard deviation of the classification accuracy
are recorded. The images are resized with a maximum side 300
pixels. As for the image features, the image patches are densely
sampled from each image with step size 8 pixels and side length
16 pixels, and SIFT descriptors are adopted with grid size 4 × 4
to form 128 dimensional feature vectors. The features used for
learning dictionary are randomly sampled from all training images
and the amount of them is about 120, 000. The dictionary size is
1024. Spatial pyramid matching kernel is embedded in the coding
step (The image is split into three layers, each of which has 1, 4,
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Table 1. Image classification results on three datasets
DataSets event8(%) Caltech101(%) scene(%)
Li[10] 73.4
Wu[1] 81.87(1.14) 61.00(0.90) 82.02(0.54)

Lazebnik[2] 64.40(0.80) 81.40(0.50)
van Gemert[3] 64.10(1.50) 76.70(0.40)

Yang[4] 66.68(1.66) 73.92(1.03)
Boureau[5] 70.30(1.3) 83.20(0.40)

DSC 83.72(1.68) 71.96(0.83) 84.21(0.44)

and 16 segments, respectively). The pooling strategy is average.
Histogram Intersection Kernel SVM classifier and one against all
multi-classification strategy are adopted, and LIBSVM [14] package
is used.

There are three parameters α, β, γ in the objective function.
The parameter α is used for adjusting the sparsity of the codes; the
bigger α is, the sparser the codes are. The best performance in [4] is
achieved when α is set to 0.15. We follow the same setting of 0.15.
The parameters β and γ are used for adjusting the within-class scat-
ter and the between-class scatter, respectively. In our experiment,
we make β = γ = 0.3×N . The extra multiplication by the number
of features N is introduced to keep the fitting and discriminant terms
within the same order of magnitude.

For 8 sports event dataset, there are 8 sports event classes with
totally 1579 images. 70 images per class are randomly selected as
the training data, and 60 images per class for testing. For 15 natural
scene dataset, there are 15 classes of indoor or outdoor scene with
totally 4485 images. The number of images in each class varies
from 200 to 400, and the image size is about 300×300. 100 images
per class are randomly selected as the training data, and the rest
for testing. For Caltech101 dataset, there are 102 classes, one of
which is the background. After removing the background class, the
rest 101 classes are used for our classification. These 101 classes
contain 8677 images, and the number of images in each class varies
from 31 to 800. 30 images per class are randomly selected as the
training data, and the rest for testing (with a maximum of 50 images
per class).

Table 1 lists the comparisons of DSC with existig work for image
classification currently. Our proposed algorithm achieves superior
accuracy under similar conditions (such as the same features, the
same size of dictionary, the same pooling strategy, and the like). It is
worth to note that the conditions (dictionary with 1024 bases + SPM
+ average pooling + HIK-kernel SVM) used by Boureau [5] are al-
most the same as ours, but our DSC algorithm outperform Boureau’s
algorithm 1.66% and 1.01% on Caltech101 and 15 natural scene,
respectively. The probable reason for more accuracy improvement
on Caltech101 is that for Caltech101 dataset, the within-class differ-
ence of image patches is higher than 15 natural scene dataset, after
transforming to corresponding sparse codes, this phenomenon still
exists for traditional sparse coding algorithm.

6. CONCLUSION

In this paper, we have proposed a novel sparse coding algorithm for
image classification. The algorithm incorporates linear discriminant
analysis information into sparse coding algorithm so as to reduce the
within-class scatter and increase the between-class scatter. Based
on the convexity and monotonic property of parabolic function, the
algorithm directly obtains the closed-form solution to the separa-
ble optimization subproblems. The enhanced discriminative ability

makes it more congruent with the classification task. Experimental
results on three benchmark datasets show that our algorithm is supe-
rior to other image classification algorithms.

In the future, the evaluation of proposed algorithm on larger
dataset will be carried out. We also plan to shift to the max pool-
ing strategy and design corresponding discriminant sparse coding
algorithm.
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