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ABSTRACT

This paper extends the expectation-maximization (EM) algorithm to
estimate not only optimal acoustic model parameters, but also op-
timal center frequencies and bandwidths of the filter bank used in
cepstral feature extraction for bird call classification. The search is
done using the gradient ascent method. Filter bank and model pa-
rameters are optimized iteratively. Experiments are conducted on
a large noisy corpus containing Antbird calls from 5 species. It is
shown that features extracted using the optimized filter bank result
in a lower classification error rate than those extracted using a Mel-
scaled filter bank.

Index Terms— EM algorithm, filter bank, bird call classification

1. INTRODUCTION

In pattern recognition tasks, audio signals are compressed to a se-
quence of feature vectors. When the distribution of the features is
quantitatively modeled, the expectation-maximization (EM) algo-
rithm can be used to estimate acoustic model parameters by itera-
tively maximizing the expectation of the likelihood from these fea-
tures [1].

To improve the discriminability of the features, the original fea-
ture space can be mapped to new subspaces by certain projections.
Different criteria are employed to search for optimal projections.
Linear discriminant analysis (LDA) [2] computes the projection by
maximizing the Fisher ratio value; heteroscedastic LDA (HLDA) [3]
and multiple LDA (MLDA) [4] learn the projection by maximizing
the likelihood from the transformed features; while fMPE [5] esti-
mates the projection by minimizing phone error rate.

Changing parameters in feature extraction can also increase the
discriminability of the features. The Mel-scaled filter bank is of-
ten used for feature extraction in automatic speech recognition
(ASR) [6]. Kamm et al. [7] searched a family of optimal warping-
scales for ASR through a brute-force data-driven approach, and con-
cluded that the Mel-scale is a member of the family. Graciarena et
al [8] manually changed the frequency range, the number of filters,
and the frequency scale type of the filter bank for bird song identifi-
cation.

For bird song classification and recognition applications, re-
searchers also have spent effort in exploring machine learning tech-
niques such as back propagation and multivariate statistics [9], dy-
namic time warping and hidden Markov models [10] [11], and so on.
Denoising filters are also helpful for enhancing bird calls [12].
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Fig. 1. The frequency response of the filter bank used in feature
extraction. L is the number of filters. The letter on top of each filter
denotes the filter index.The gain of each filter is the same.

In this paper, the optimal center frequencies and bandwidths of the
filter bank are searched in an efficient statistically-based approach.
Since the auxiliary function in the EM algorithm is extended for op-
timizing not only model parameters, but also parameters of the filter
bank used in feature extraction, the proposed algorithm is called the
filter bank EM (fbEM) algorithm. Note that statistically-based non-
uniform DFT analysis/synthesis filter banks are explored to reduce
spectral-domain distortion in speech coding [13].

The organization of the paper is as follows: in Section II, joint
filter bank and model parameters optimization using the fbEM al-
gorithm is presented; and in Section III, experimental results on an
Antbird corpus are analyzed.

2. OPTIMIZING THE FILTER BANK IN FEATURE
EXTRACTION

The procedure and parameters of cepstral feature extraction are the
same as the Mel-frequency cepstral coefficients (MFCCs) extraction
except for the parameters of the filter bank. In the new filter bank
shown in Fig. 1, it is assumed that the number of filters is fixed
as L, the shape of each filter is triangular, the gain of each filter is
the same, and the center frequency of each filter is equal to the low
and high cut-off frequencies of its right and left filters, respectively.
α = [α0, · · · , αL+1]

T is used to represent the parameters of the fil-
ter bank, where αl, l = 1 · · ·L, denotes the center frequency of filter
l, α0 and αL+1 denote the low and high cut-off frequencies of the
filter bank, respectively. Audio signals denoted by x is compressed
to a sequence of column feature vectors denoted by Y which can be
represented as {y1, · · · ,yT }, where T is the number of the frames.
The procedure of feature extraction can be viewed as a function de-
noted by fα from x to Y, i.e. Y = fα(x).

If the feature sequence is assumed to be independent and identi-
cally distributed within each class, Gaussian mixture model (GMM)
can be used to model the distribution of the homogeneous data.

The proposed fbEM algorithm is shown in Algorithm 1.

1993978-1-4673-0046-9/12/$26.00 ©2012 IEEE ICASSP 2012



Algorithm 1. fbEM: joint filter bank and model parameter
optimization using EM algorithm

Step 1: Initialization: initialize the filter bank parameters α; ex-
tract feature Y, i.e. fα(x) from acoustic signals x; train an initial
modelM from Y using the conventional EM algorithm.

Step 2: Constrained Filter bank optimization without updating
the modelM:

α̂ = arg max
ᾱ

Q({α,M}, {ᾱ,M})

s.t. αmin ≤ ᾱ0 < · · · < ᾱL+1 ≤ αmax (1)

α̂ is solved as follows: initialize ᾱ to be α, and Ȳ to be fα(x), then
update ᾱ:

ᾱ ← ᾱ + η
∂Q({α,M}, {ᾱ,M})

∂ᾱ

where η denotes the step size, Q({α,M}, {ᾱ,M}) is an auxil-
iary function defined in Eq. 5. Extract Ȳ using the updated ᾱ, i.e.
Ȳ = fᾱ(x), repeat until the increment of Q({α,M}, {ᾱ,M})

falls below a certain threshold. Then let α̂ = ᾱ, Ŷ = Ȳ.
Step 3: Estimate model parameters without updating the filter

bank α̂ and feature Ŷ, i.e. fα̂(x):

M̂ = arg max
M̄

Q({α̂,M}, {α̂,M̄}) (2)

which is the same as the conventional EM algorithm [1].
Step 4: Convergence or keep iterating: if

|Q({α,M}, {α̂,M̂})−Q({α,M}, {α,M})|

|Q({α,M}, {α,M})|
≥ε (3)

where ε denotes the threshold, then α = α̂,M = M̂, go to Step 2;
else stop and exit.

As shown in Algorithm 1, the auxiliary function
Q({α,M}, {ᾱ,M̄}) of the fbEM algorithm has both feature
extraction and model parameters as variables. In conventional
EM algorithm, the auxiliary function only has model parameters
as variables. In fbEM algorithm, since Q({α,M}, {α,M})

≤ Q({α,M}, {α̂,M}) ≤ Q({α,M}, {α̂,M̂}), which is
illustrated in Step 2 and 3, the increase of the auxiliary function is
guaranteed.

The details of the Algorithm 1 are shown in the following.

2.1. Filter bank α and modelM initialization

In Step 1, it is important to choose a good initial guess to the so-
lution for an iterative method like the EM algorithm. Graciarena et
al [8] showed that a Mel-scaled filter bank results in a higher bird
call verification accuracy compared to the linear-scaled counterpart.
In this paper, the parameters of a Mel-scaled filter bank are used as
the initial guess for α.

Note that the parameters of the initial GMMs are trained from the
MFCC features using the conventional EM algorithm [1].

2.2. Compute the auxiliary functionQ({α,M}, {ᾱ,M})

Because there is no closed-form solution for α̂ in Eq. 1, the gradient
ascent method is employed in Step 2.

Let y
(r)
t denote the features extracted using the filter bank α at

frame t. The current α is either initialized in Step 1, or obtained from
Step 2 of the previous iteration. The probability of y(r)

t belonging to
mixture m of class r denoted by γ

(r)
m (t) can be calculated as:

γ(r)
m (t) =

ω
(r)
m N (y

(r)
t ; μ(r)

m ,Σ
(r)
m )PM

m′=1 ω
(r)
m′N (y

(r)
t ; μ

(r)
m′ ,Σ

(r)
m′ )

(4)

where M denotes the number of Gaussians in each GMM, ω
(r)
m ,

μ
(r)
m , and Σ

(r)
m are the weight, mean, and covariance matrix of the

Gaussian mixture m of class r, obtained from the initialization or
Step 3 of the previous iteration, N (·) means Gaussian distribution.

Assuming that the discrete cosine transform (DCT) in feature ex-
traction eliminates the dependencies among features from different
dimensions, the covariance matrix of each Gaussian is a diagonal
matrix. Suppose static (s), derivative (d), and acceleration (a) cep-

stral features are extracted, i.e. ȳT
t = [ȳsT

t ȳdT

t ȳaT

t ]T .
In Step 2, the auxiliary function can be expressed as:

Q({α,M}, {ᾱ,M})

=

RX
r=1

MX
m=1

T (r)X
t=1

γ(r)
m (t)N (ȳ

(r)
t ; μ(r)

m ,Σ(r)
m )

= −
1

2

X
g∈{s,d,a}

RX
r=1

MX
m=1

T (r)X
t=1

ˆ
γ(r)

m (t)(ȳg(r)

t − μ
g(r)

m )T

Σ
g−1(r)

m (ȳg(r)

t − μ
g(r)

m )
˜
+ C (5)

where R denotes the number of classes, T (r) denotes the
number of frames in class r, ȳ

(r)
t /ȳs(r)

t /ȳd(r)

t /ȳa(r)

t denotes the
whole/static/derivative/acceleration features at frame t extracted us-
ing the filter bank ᾱ, C denotes a term that is invariant to ᾱ.

2.3. Compute ∂Q({α,M}, {ᾱ,M})/∂ᾱ

By using the chain rule, we have

∂Q({α,M}, {ᾱ,M})

∂ᾱ
= −

X
g∈{s,d,a}

RX
r=1

MX
m=1

T (r)X
t=1

ˆ
γ(r)

m (t)

∂ȳ
g(r)

t

∂ᾱ
Σ

g−1(r)

m (ȳg(r)

t − μ
g(r)

m )
˜

(6)

At frame t, let ētl
denote the energy out of the lth filter, and ēt =

[ēt1 · · · ētL
] denote the energy output of the filter bank. When ēt is

taken as input, the static cepstral coefficient ȳs
t is the output of the

three cascaded feature extraction sub-procedures: logarithm, DCT
and cepstral liftering:

ȳ
s
t = M

T
CEP LFTM

T
DCT log ēt (7)

where MCEP LFT is a D ×D diagonal matrix:

[MCEP LFT]d = 1 +
d− 1

2
sin

π(d− 1)

N
, d = 1 · · ·D (8)

where d denotes the diagonal index, D denotes the dimension of the
static features, N denotes the cepstral liftering coefficient; MDCT is
an L×D matrix:

[MDCT]l,d =

r
2

L
cos

π(l− 0.5)(d − 1)

L

l = 1 · · ·L, d = 1 · · ·D (9)
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where l denotes the row index, d denotes the column index, L de-
notes the number of the filters.

Re-applying the chain rule, ∂ȳs
t/∂ᾱ can be expressed as:

∂ȳs
t

∂ᾱ
=

∂ēt

∂ᾱ

∂ log ēt

∂ēt
MDCTMCEP LFT (10)

∂ēt/∂ᾱ is solved as follows. Let Hl[f ] denote the frequency
response of the triangular filter l in the filter bank shown in Fig. 1,
we have:

Hl[f ] =

8>>><
>>>:

f − ᾱl−1

ᾱl − ᾱl−1
ᾱl−1 ≤ f < ᾱl

f − ᾱl+1

ᾱl − ᾱl+1
ᾱl ≤ f < ᾱl+1

0 otherwise

(11)

where f denotes the frequency. Let St[f ] denote the power spec-
trum at frame t, the energy output of lth filter can be expressed
as: ētl

=
PFs/2

f=0 Hl[f ]St[f ], where Fs is the sampling frequency.
∂ log ēt/∂ēt in Eq. 10 is an L× L diagonal matrix:

h∂ log ēt

∂ēt

i
l

=
1

ētl

, l = 1 · · ·L (12)

where l denotes the diagonal index. ∂ēt/∂ᾱ in Eq. 10 is an (L +
2)× L band matrix:

h∂ēt

∂ᾱ

i
p,l

=

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ᾱlP
f=ᾱl−1

f − ᾱl

(ᾱl−1 − ᾱl)2
St[f ] p = l

h ᾱl+1P
f=ᾱl

f − ᾱl+1

(ᾱl − ᾱl+1)2 p = l + 1

−
ᾱlP

f=ᾱl−1

f − ᾱl−1

(ᾱl − ᾱl−1)2

i
St[f ]

ᾱl+1P
f=ᾱl

f − ᾱl

(ᾱl+1 − ᾱl)2
St[f ] p = l + 2

0 otherwise

p = 1 · · ·L + 2, l = 1 · · ·L (13)

where p denotes the row index, l denotes the column index.
Since the derivative features are calculated as:

ȳ
d
t =

PΘd

θ=1 θ(ȳs
t+θ − ȳs

t−θ)

2
PΘd

θ=1 θ2
(14)

where Θd denotes the coefficient for computing the derivative fea-
tures, after calculating ∂ȳs

t /∂ᾱ, ∂ȳd
t /∂ᾱ in Eq. 6 can be computed

as:

∂ȳd
t

∂ᾱ
=

PΘd

θ=1 θ
`∂ȳs

t+θ

∂ᾱ
−

∂ȳs
t−θ

∂ᾱ

´
2

PΘd

θ=1 θ2
(15)

Since the acceleration features are obtained from the derivative fea-
tures in the same way as obtaining the derivative features from the
static features, ∂ȳa

t /∂ᾱ in Eq. 6 is calculated as:

∂ȳa
t

∂ᾱ
=

PΘa

θ=1 θ
`∂ȳd

t+θ

∂ᾱ
−

∂ȳd
t−θ

∂ᾱ

´
2

PΘa

θ=1 θ2
(16)

where Θa denotes the coefficient for computing the acceleration fea-
tures.

3. EXPERIMENTS

The Antbird call corpus contains 3366 bird calls from 5
species: Barred Antshrike (BAS), Dusky Antbird (DAB), Great
Antshrike (GAS), Mexican Antthrush (MAT), Dot-winged Antwren
(DWA) [11]. The training set is 85 minutes long and the testing set
is 42 minutes long. The calls are 0.5 - 5.0 seconds long. Examples
of bird calls are shown in [11]. The frequency range of the bird calls
is from 500 to 6000 Hz. The signal is downsampled from 44.1 kHz
to 16 kHz. The low and high cut-off frequencies of the filter bank,
αmin and αmax, are set to 360 and 6500 Hz, respectively, to remove
irrelevant frequency components for bird call classification [12].

Two feature extraction methods are compared: the standard
MFCC extraction with a Mel-scaled filter bank, and the improved
MFCC extraction with an optimized filter bank obtained from Al-
gorithm 1. The number of filters in the filter bank, L, is set to 26.
The cepstral liftering coefficient, N , is set to 22. The dimension of
the static, derivative, and acceleration features, D, is set to 13. The
coefficients for computing the derivative and acceleration features,
Θd and Θa, are both set to 2. The frame step size is 10 ms, and
the frame length is 25 ms. In the GMM classifier, the number of
Gaussians in each species’ model, M , is set to 256. In the filter bank
optimization, the convergence threshold, ε, is set to 10−3.

The baseline system using MFCC features has a classification er-
ror rate of 8.7%. By using the new features extracted using the opti-
mal filter bank obtained from Algorithm 1, the error rate is reduced
to 6.2%. The p-value of significance test is 0.024, which means
that the proposed method is statistically significant for a significance
level of 0.05. The optimization converges at the 6-th iteration, while
the lowest classification error rate is achieved at the 4-th iteration.
Model overfitting can be the explanation.

The confusion matrix of results obtained by using Mel-scaled and
optimized filter bank are shown in Table 1. The calls of BAS, MAT,
and DWA are less likely to be misclassified as other species com-
pared to those of DAB and GAS. The optimized filter bank effec-
tively reduced the DAB and GAS classification errors by 1.0% and
0.4%, respectively.

Let α0
l /α̂l and B0

l /B̂l denote the center frequency and bandwidth
of lth filter in the Mel-scaled/optimal filter bank, respectively. Note
that in the triangular filter bank shown in Fig. 1, we have:

B0
l = α0

l+1 − α0
l−1 (17)

B̂l = α̂l+1 − α̂l−1 (18)

To show the percentages of the center frequencies and bandwidths
of optimal filter bank being shifted from the corresponding ones in
the Mel-scaled filter bank, two difference measures regarding lth fil-
ter denoted by Δα

l and ΔB
l are defined as follows:

Δα
l = (α̂l/α0

l − 1)× 100% (19)

ΔB
l = (B̂l/B0

l − 1)× 100% (20)

In Mel-scaled filter bank, the distances of the center frequency of
lth filter to its left and right counterparts are α0

l − α0
l−1 and α0

l+1 −
α0

l . The smaller the distances are, the higher frequency resolution at
frequencies near α0

l is [6]. Since B0
l = [α0

l+1 −α0
l ] + [α0

l −α0
l−1],

the bandwidth of the filter can be used as a measure of the frequency
resolution at frequencies near the center frequency of the filter. The
same conclusion can be drawn from the optimal filter bank.

A comparision of frequency parameters of the Mel-scaled and op-
timal filter banks are shown in Table 2. In the optimal filter bank,
the bandwidth sequence {B̂0, · · · , B̂L} is no longer monotonically
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Table 1. The confusion matrix of the species classification results
on the test set. The numbers without parentheses are obtained by
using Mel-scaled filter bank. The numbers in parentheses denote
the changes after using optimized filter bank. For example, GAS
was confused as MAT 32 times with Mel-scaled filter bank, but the
confusion times reduced by 11 after the optimization.

Classified (#)
BAS DAB GAS MAT DWA

C
la

ss
es

(#
) BAS 118(+1) 0(0) 1(-1) 0(0) 1(+1)

DAB 2(0) 415(0) 13(-4) 13(-2) 1(+2)
GAS 9(-5) 7(+2) 127(+3) 32(-11) 0(0) )
MAT 0(0) 0(-2) 3(-1) 301(+2) 0(0)
DWA 1(+2) 9(-2) 3(-2) 2(0) 62(0)

increasing compared to the Mel-scaled filter bank. As mentioned be-
fore, the shifting of the center frequencies and changing of the band-
widths compared to their counterparts in the Mel-scaled filter bank
cause the frequency resolutions at different frequencies to change.
In the fbEM algorithm, the maximum likelihood criterion is used
to raise or lower the frequency resolutions at certain frequencies
such that more discriminative information for classification can be
extracted from spectra. Therefore, a lower classification error rate
can be achieved.

The bandwidths of the filters in both filter banks are small at low
frequencies, which means more discriminative information for clas-
sification resides at low frequencies. The bandwidths of 1st, 2nd,
9th, 10th, and 15th filters in the optimal filter bank are small com-
pared to other adjacent filters. The bandwidths of these filters are
also significantly less (> 25%) than their counterparts in the Mel-
scaled filter bank. Thus, more discriminative information for classi-
fication may reside between 360 - 532, 1176 - 1458, and 2227 - 2552
Hz compared to other frequencies in the filter bank.

4. CONCLUSIONS

The fbEM algorithm offers an approach to jointly estimate filter bank
parameters in feature extraction, and model parameters. Using the
fbEM algorithm, the bird species classification accuracy on a large
noisy corpus is increased by optimizing the center frequencies and
bandwidths of the filter bank used in cepstral feature extraction. In
the future, we will attempt to expand the work to speech recognition.
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