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ABSTRACT

This paper introduces a novel eye region scrambling scheme capa-
ble of protecting privacy sensitive eye region information present
in video contents. The proposed system consists of an automatic
eye detection module followed by a privacy enabling JPEG XR en-
coder module. An object detection method based on a probabilistic
model of image generation is used in conjunction with a skin-tone
segmentation to accurately locate eye regions in real time. The uti-
lized JPEG XR encoder effectively deteriorate the visual quality of
privacy sensitive eye region at low computational cost. Performance
of proposed solution is validated using benchmark face recognition
algorithms on face image database. Experimental results indicate
that the proposed solution is able to conceal identity by preventing
successful identification at low computational costs.

Index Terms— privacy protection, eye region, selective scram-
bling, JPEG XR, eye detection

1. INTRODUCTION

The issue of privacy protection in video contents has become an ac-
tive research area with the proliferation of surveillance systems and
video based human behavioral researches. Especially the advent of
video capturing equipments offering high quality recording capabil-
ity and high computational power has raised the awareness of privacy
invasion issue by revealing the identity of face in video data either
via human operator or face recognition (FR) software. In literatures,
many different solutions are proposed to protect privacy sensitive
face regions, including region-based transform-domain scrambling
techniques [1, 2]. In these methods, region-of-interests (ROIs) are
initially estimated and the corresponding transform coefficients (as-
sociated with video encoder) are scrambled by a set of encryption
techniques, leading to deterioration of the visual quality in the pri-
vacy sensitive regions. Only an authorized user who possesses a
valid secret encryption key can revert scrambling process to access
meaningful visual data in privacy sensitive regions while an unau-
thorized user is only able to recognize the background scene.

It has been shown that the application of scrambling techniques
allows for an increased level of security, but at the same time, it
causes bitstream overhead since changes in transform coefficients
may significantly affect the effectiveness of entropy coding. There-
fore, existing protection solutions maintain the balance between
level of security, coding efficiency, and computational complexity
by : i) exploiting a different encryption techniques on different color
channel and frequency components, ii) minimizing the region that
the protection solution is applied to.

In this paper, a novel eye region based privacy protection scheme
is proposed. The eye region based solution is motivated by the fact
that this area contains the most discriminative information among
three facial regions including nose and mouth regions, in terms of

automatic FR algorithm performance [3]. Conversely, protecting eye
region should be able to prevent successful identification of face in
two perspectives: i) conceal the identify of subject by hiding the
most discriminative features, ii) thwart proper initialization of auto-
matic FR algorithms which typically rely on accurate eye detection
as an essential preprocessing step. In addition, the eye region based
approach reduces computational costs associated with encryption
compared to the full facial region based approach as only a subset
of facial regions are scrambled.

The proposed system consists of an automatic eye detection
module followed by a privacy enabling JPEG XR encoder module
employing the subband adaptive scrambling technique [2]. The
JPEG XR standard [4] based encryption is considered since it offers
a low-complexity solution enabling intra-coding of high-resolution
video content. The proposed scheme initially searches for eye re-
gions in input video frame by performing skin-tone segmentation
in conjunction with two-staged object detection based on a genera-
tive framework [5]. The eye location information is then delivered
to privacy enabling JPEG XR encoder that selectively scrambles
macroblocks (MB) corresponding to located eye regions.

The rest of this paper is organized as follows. Section 2 presents
the proposed eye region privacy protection scheme in detail. Experi-
ment results are reported in Section 3 and conclusion is demonstrated
in Section 4.

2. PROPOSED METHODS

The proposed system consists of following main blocks: an auto-
matic eye detection module and a privacy enabling JPEG XR en-
coder module. (Fig. 1) The input to the system is video data in RGB
representation and the output is JPEG XR intra-coded (or Motion
JPEG XR) video stream with scrambled eye regions. Each frame is
processed independently from previous frames for simplified system
architecture.

2.1. Automatic eye detection module

This module is responsible for locating the human eye regions
from input video frame via a multi-stage operation. It utilizes
both color-based and Haar-like/GentleBoost based object detection
methodologies to localize eye coordinates with high accuracy.

1) Skin-tone segmentation : Initially, the module employs a
skin-tone detector in order to distinguish skin pixels from non-skin
pixels in input frame. Skin color is a low-level cue that offers ro-
bust face detection performance towards geometrical changes at low
computational complexity. However, the use of color-based analy-
sis only is apparently not sufficient to filter out skin-tone like back-
grounds from facial region, and thus this block simply eliminates
non skin-tone pixels in input frame using simple decision rules so
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Fig. 1: The proposed eye region scrambling module

that subsequent detection module examines smaller search windows.
Thus, this block is expected to achieve low false negative (wrongly
classifying a skin pixel as a non-skin) rate.

Despite its dominant usage in digital imaging, RGB color space
disallows robust segmentation of skin-tone pixels in varying illumi-
nation condition since it doesn’t clearly separate the chroma infor-
mation from the intensity of pixel. Therefore, we transform input
RGB data into a color space that tolerates minor variation in the in-
tensity and minimizes the overlap between skin and non-skin distri-
butions. Following a method suggested in [6], we perform detection
in multiple color spaces, YCbCr and HSV (Hue,Saturation,Value),
and take the union of both detection results in order to compensate
the unreliability of the single color space approach. In YCbCr color
space, a pixel is classified as a skin if two chrominance (Cb and
Cr) values fall within the range specified by thresholds obtained em-
pirically. In HSV color space, only H and S components are used
for segmentation as V component of the skin region has a relatively
larger variance depending on the light conditions and individual dif-
ferences. Given input frame x. the binary skinmap xMap, which
segments skin/non-skin pixels, can be formulated as follows:

xMap(i,j) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1(skin) ,if

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{x(i,j)Cb ∈ [tCb,l, tCb,u],

x(i,j)Cr ∈ [tCr,l, tCr,u]} or

{x(i,j)H ∈ [tH,l, tH,u],

x(i,j)S ∈ [tS,l, tS,u]}
0(nonskin) ,otherwise

(1)

where tk,l and tk,l denote lower and upper threshold values of k
color components, respectively.

2) Generative framework based eye detection : In this work,
we adopt a generative framework based object detection scheme [5]
to determine the location of eyes in real time via a two stage pro-
cess where the first stage is specialized on locating facial regions
from general background while the second stage is responsible for
finding eye from the located facial region. This scheme requires
development of separate likelihood detection models for face ver-
sus non-face and eye versus non-eye, which are learned by a Gen-
tleBoost method. During training the GentleBoost selects a set of
the most discriminative Haar-like features at multiple positions and
scales. This eye detection methodology is adopted since it fulfills
following requirements: i) computational efficiency due to use of
simple Haar-like features, allowing real time operation, ii) robust
performance against complex background and variable illumination
conditions.

In the first stage, the input frame is scanned at different pixel
locations with different scales to obtain face versus non-face likeli-
hood ratio. To enhance the accuracy of detection performance, we
propose two modifications: i) the binary skinmap generated from
earlier segmentation stage is used to reduce search regions for face,
and ii) a novel RGB to grayscale conversion [7] is incorporated in-
stead of standard NTSC conversion to generate the grayscale image
input to this module. The conversion formula is given as follows:

x(i,j)Y = α× x(i,j)R + β × x(i,j)G + γ × x(i,j)B (2)

where (α, β, γ), the weights corresponding to color channels, R,G,
and B are defined as (0.85, 0.10, 0.05), respectively. This con-
version allows for an optimal face detection performance than the
NTSC conversion by increasing contribution of red channel in
grayscale image estimation, which takes the significant proportion
in the skin-tone signal. Once face is detected, similar multi-scale
iterative search is performed to locate eye regions within a facial
region by evaluating eye versus non-eye likelihood ratio.

Overall, the automatic eye detection module combines results
from both skin-tone detector and generative framework based detec-
tor to provide robust detection performance against geometric, illu-
mination, and background variations.

2.2. Privacy enabling JPEG XR encoder module

The output of eye detection module contains pixel location infor-
mation of both eyes in given input frame. In this work, we em-
ploy the privacy enabling JPEG XR encoder [2] to scramble mac-
roblocks (MB: consists of 16x16 pixels) of input frame where eye
region is located. This encryption module offers a cost-effective so-
lution for de-identification, enabling intra-coding of high-resolution
video content. Due to its simplified architecture and low memory
footprint, it is able to facilitate real time operation in various envi-
ronments. In addition, it produces video stream compatible with a
worldwide standard, enabling potential large-scale adoption.

In order to achieve protection of privacy sensitive content, the
privacy enabling JPEG XR encoder utilizes three encryption tech-
niques to the transform coefficients of frequency subbands in MB ba-
sis. (summarized in Table 1). This subband adaptive technique pro-
vides an optimized balance between the level of security, the coding
efficiency, and the computational complexity of scrambling tools.

3. EXPERIMENTAL RESULTS

The prototype of the proposed system is built by integrating a MAT-
LAB implementation of the generative model framework, available
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Subband Scrambling technique

DC RLS (Random Level Shift) : Shift DC coefficient
value by a random integer number X , where X ∈
[−2L−1, 2L−1]

LP RP (Random Permutation) : Rearrange LP coeffi-
cients within a macroblock in random order

HP RSI (Random Sign Inversion) : Flip the sign bit of
HP coefficients randomly

Table 1: Overview of JPEG XR subband adaptive scrambling

in the Machine Perception ToolBox (MPT) from the UCSD Ma-
chine Perception Laboratory [5] into the privacy enabling JPEG XR
encoder module. Within MPT eye detection tool, the proposed skin
tone segmentation module and the novel grayscale conversion mod-
ule are embedded. The threshold parameters for skin tone segmenta-
tion are determined by inheriting the settings previously used in [8,9]
as (tCb,l, tCb,u, tCr,l, tCr,u) = (77, 127, 133, 173) given Cb,Cr ∈
[0, 255], and (tH,l, tH,u, tS,l, tS,u) = (0, 0.14, 0.2, 0.68) given
H,S ∈ [0, 1]. Considering a tradeoff between visual security and
bitstream overhead, the JPEG XR encoder module is operated in
follow configuration: i) scrambling only applied to luma (Y) chan-
nel, ii) the RLS parameter L for DC coefficient is set to 8 (refer to
Table 1), iii) the quantization parameter(QP) value of 15 is used for
all three frequency subbands.

In order to validate the effectiveness of the proposed solution in
terms of privacy preserving nature, we adopt evaluation methodol-
ogy presented in [10]. In order words, sample images are encrypted
using the proposed scheme with various scrambling window sizes,
and automatic FR algorithms are applied to see if it prevents success-
ful identification. For evaluation, we build a color image database,
containing nearly frontal face images of 68 identities (68 gallery,
340 training, and 1710 probe images) manually selected from ’talk-
ing’ and ’lighting’ sets of CMU PIE database [11], which is publicly
available. These images cover a wide range of facial variations in
varied illumination conditions, ethnic groups, and lip movements.
Sample images are normalized to 192x192 resolution by locating
two eye coordinates using the MPT eye detection tool, followed by
aligning, and cropping to place the center of eye regions on a specific
pixel.

We made use of following two widely used benchmark FR algo-
rithms: i) Principal Component Analysis [12] with nearest-neighbor
classifier (PCA-NN), and ii) Local Binary Pattern [13] with nearest-
neighbor classifier (LBP-NN). For similarity measurement, the Eu-
clidean distance is used for PCA-NN, while the Chi-Square distance
is used for LBP-NN. For LBP-NN, the LBP feature is extracted on
the basis of 16x16 pixel blocks by sampling 8 equally spaced pixels
on a circle of radius 2.

Fig. 2 illustrates different scrambling block sizes used in this ex-
periment along with full facial encryption case. We examine two
recognition scenarios as described in Fig. 3 where the selective en-
cryption only occurs in probe images in the scenario 1, whereas it
is applied to all gallery, training, and probe images in the scenario
2. These scenarios represent different types of privacy invasions,
where the scenario 1 simulates an attempt that an attacker applies
FR methods on common database (unaltered images) without prior
knowledge about the encryption technique. On the other hands, the
scenario 2 assumes that an attacker can reproduce similar alterations
to images either by getting access to the scrambled database or by

applying the same encryption technique.

Fig. 2: Scrambling block size configurations represented with re-
spect to the eye distance d

Fig. 3: Scrambling scenarios under consideration

Table 2 summarizes the rank 1 recognition (best match) results
for various experimental setups. For non-protected probe images,
PCA-NN and LBP-NN yield recognition rate of 71.1 and 88.2, re-
spectively. The correct identification rate obtained by entire facial re-
gion scrambling results in below 5 percent for all cases, demonstrat-
ing the fundamental effectiveness of the utilized encryption mod-
ule. In the scenario 1, the performance of both PCA-NN and LBN-
NN decreases consistently as the size of protected eye region grows.
Around 30 percent of recognition rate is realized for both methods
with the largest block size 2.4d x 1.2d, demonstrating feasibility of
the eye region based solution. It is worthwhile to mention that local
feature based LBP-NN is relatively robust than global feature based
PCA-NN since it can effectively take advantage of local information
from non-protected regions. In the scenario 2, the overall recog-
nition accuracies of both methods are even lower than those of the
scenario 1. This fact indicates that the the proposed solution is robust
against the attack that invokes the same alteration to both gallery and
training sets.

Scrambled
Block Size

Scenario 1 Scenario 2

PCA-NN LBP-NN PCA-NN LBP-NN

Original 71.1 88.2 71.1 88.2
2.0d x 0.6d 56.4 79.1 25.5 54.9
2.0d x 1.0d 47.2 66.6 14.4 34.0
2.4d x 1.0d 35.9 47.0 10.9 16.4
2.4d x 1.2d 24.4 31.2 9.9 18.3
Full Face 3.2 1.3 3.0 4.85

Table 2: Face Recognition results for various scrambling block sizes
and attack scenarios

Considering the privacy protection capability, the optimal eye
region size is found to be 2.4d x 1.2d. This block size allows us
to prevent successful identification of subjects in certain degree (in
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our case, recognition rate remains between 9.9 and 31.2 percent) by
only scrambling approximately a half size of regions compared to the
method based on full face. This is huge advantage for deployment of
the system into an application that requires real time operability and
reduced computational power, given that scrambling operation typi-
cally requires a significant amount of computations, which has direct
impact on production costs. For complexity analysis, we measure the
average encoding delay to produce eye region protected image and
fully protected image. On Core 2 Duo 2.53Hz CPU with 4GB RAM
running Windows 7 operating system, the encoding delay per frame
(192x192) reported for eye region solution and facial region solution
are 34.94 ms (millisecond) and 46.20 ms, respectively. The reduced
encoding delay observed with the eye region solution validates our
claim.

The aforementioned results indicate that the proposed eye region
based scheme effectively removes discriminative features in facial
region to disallow successful identification at reduced computational
costs. We believe this scheme can be considered as a feasible candi-
date for cost-effective privacy protection applications, where degrad-
ing the visual quality of the eye region can provide sufficient level
of security. In addition, this approach can be used as a sub-mode
within an adaptive framework that allows for reconfiguration of en-
cryption block size depending on security/computation requirements
imposed by users. Fig. 4 illustrates some output frames acquired by
applying the proposed eye region scrambling scheme in two different
experimental conditions.

Fig. 4: Eye region scrambling results using test images from CMU
PIE database

4. CONCLUSIONS

In this paper, a novel eye region based privacy protection scheme is
introduced by combining an automatic eye detection module with a
privacy enabling JPEG XR encoder module. A probabilistic model
of image generation is used in conjunction with a skin-tone detector
to locate eye regions in real time. The incorporation of the novel
RGB to grayscale conversion and the skin-tone segmentation into
the eye detection module improves its robustness towards illumina-
tion and background variations. The utilized JPEG XR encoder ef-
fectively deteriorates the visual quality of located eye region at low
computational costs. Experimentation results reported in this pa-
per using two benchmark face recognition algorithms indicate that
the proposed scheme successfully prevent correct identification of
subject, by removing discriminative features in eye region. The pro-
posed scheme effectively reduces computational complexity associ-
ated with the encryption process compared to the entire facial region
based approach.
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