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ABSTRACT

This paper presents a novel quantization based watermarking

scheme. Watermark embedding is performed through modu-

lating the normalized correlation between the host vector and

a random vector with dither modulation. The watermarked

signal is derived to provide the modulated normalized corre-

lation in the sense of minimizing the embedding distortion.

The proposed scheme is theoretically invariant to valumet-

ric scaling and can resist stronger noise than the well-known

spread transform dither modulation. Numerical simulations

on real images show that it achieves the good imperceptibility

and strong robustness against a wide range of attacks.

Index Terms— Quantization based watermarking, dither

modulation, normalized correlation, valumetric scaling

1. INTRODUCTION

In the past decade, much attention has been paid to the

quantization-based watermarking for the host signal inter-

ference cancellation. One of the most important methods

proposed so far is quantization index modulation (QIM) [1].

The basic QIM algorithm includes a number of variants, i.e.,

dither modulation (DM) and distortion compensated dither

modulation (DC-DM) (also known as Scalar Costa Scheme

[2]). In these basic algorithms, the amplitudes of one single

pixel or of a set of pixels are straightforwardly quantized. The

use of amplitude feature is simple and intuitive, but might not

be good in some situations. A lot of efforts have been de-

voted to improve the watermarking performance by selecting

a suitable feature for quantization.

The projection of the host vector along a random direction

is quantized in the spread-transform dither modulation (ST-

DM) [1]. The idea of ST-DM is then explored in the quantized

projection method (QP) [3]. The use of the projection feature

brings significant performance improvement to the original

QIM. Recently, a new logarithmic QIM (LQIM) was devel-

oped by performing a logarithmic transform on the host signal

before quantization [4]. LQIM poses perceptual advantages
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due to the use of logarithmic function. Additionally, some

gain invariant features are utilized in quantization-based wa-

termarking with a particular emphasis on valumetric scaling

attack (VSA). In the Rational Dithered Modulation (RDM)

[5], the feature signal for quantization is constructed using the

ratio of the current host sample and the previously generated

watermarked sample. The RDM asymptotically achieves the

performance of DM, while keeping invariance against VSA.

The angle feature was originally used for quantization in An-

gle QIM (AQIM) [6]. Although AQIM achieves an inherent

invariance to VSA, the performance of it in other aspects is

not clear due to lack of comparison. The idea of AQIM is

also applied to improve the performance STDM in [7].

In this paper, we present a novel watermarking scheme,

named Normalized Correlation based Dither Modulation

(NC-DM). The remainder of this paper is structured as fol-

lows. Section 2 presents a detailed description of NC-DM.

Next, Section 3 discusses how to design the embedding func-

tion of NC-DM. Then, the decoding performance is investi-

gated in Section 4. A series of tests are done to evaluate the

presented scheme in section 5. Finally, Section 6 concludes.

2. BASIC NC-DM

The NC-DM first computes the NC between the host signal

and a random signal and then modulate it with the watermark

message by dither modulation. When embedding a single bit

of payload information, the technique is described as follows.

Let x ∈ R
L be a host signal vector in which we wish to

embed the watermark message m ∈ {−1, 1}. First, a random

vector u ∈ R
L is generated by random number generator

initialized with the key K. In particular, each element of u
is independently drawn from the standard normal distribution

N (0, 1). Then, the NC between x and u is computed as

fx =
xT u

‖x‖‖u‖ (1)

where ‖ · ‖ stands for Euclidean (i.e., �2) norm. Obviously, fx

is in the range of −1 to 1.

Information modulation is carried out using the DM tech-

nology [1]. Herein, the binary DM with uniform quan-

tization is taken into account. To be specific, two one-

dimensional uniform quantizers Q−1(·) and Q+1(·) are
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Fig. 1. A geometric interpretation of watermark embedding

and removal. The solid points represent vectors. The dash

lines through the origin mark the decoder decision regions.

constructed, whose centroids are given by the sets Λ−1 =
{ΔZ + d} ∩ [−1, 1] and Λ+1 = {ΔZ + d + 1

2Δ} ∩ [−1, 1]
with Δ denoting the quantization step and d a key-dependent

dithering value. One of them is chosen to quantize the feature

signal fx according to the embedded message m, yielding

fm = Qm(fx). (2)

Then, the watermarked signal y ∈ R
L is produced so that

fy = fm holds, where fy is defined similarly to (1). The

general expression of y can be written as

y = g(x,u, fx, fm), (3)

where g(·) denotes the embedding function. The design of

g(·) will be addressed in the next section.

The watermarked signal y goes through a channel, result-

ing in a possibly corrupted watermarked signal z ∈ R
L. At

decoding time, the NC fz between z and u is first computed

as (1) and then a message m̂ is extracted from fz by applying

m̂ = arg min
m∈{−1,1}

|fz − Qm(fz)|. (4)

If the watermark message m contains p bits bj ∈ {−1, 1},

j = 1, · · · , p, we will extract a set of p host signal vectors,

xj , j = 1 · · · , p. Then, each message bit bj is inserted into

one host vector xj by the proposed method.

3. WATERMARK EMBEDDING

Our purpose is to find the watermarked signal y with the NC

fm and the embedding distortion is kept as small as possible.

A geometric interpretation for this problem is given in Fig. 1.

The solid points in Fig. 1 represent the vectors in L-

dimensional space. With the given fm, we derive the angle θy

between vector y and u as θy = cos−1(fm). Therefore, the

embedding region is the surface of the L-dimensional cone

centered on the vector u and subtending an angle of 2θy . We

need find the closest point on this cone surface to the host

vector x so as to minimize the embedding distortion. Obvi-

ously, this point is the projection of x on the cone surface and

lies in the plane that contains both x and u. Suppose that yd

represents the unit vector along the direction of y. Similar

definition follows for xd and ud. We can immediately write

y = xT ydyd (5)

and

yd = αxd + βud, (6)

where α and β are two embedding factors. The vector yd

satisfies the following conditions

yT
d yd = 1

yT
d ud = fm.

(7)

Inserting (6) into (7) and solving (7), we get

α =

√
1 − f2

m

1 − f2
x

(8)

β = fm − αfx (9)

Notice that the above results are just applicable for the

situation ‖x‖ �= 0 and |fx| �= 1. In the case of ‖x‖ = 0,

that is, x is a zero vector, we generate a new random vector

v ∈ R
L that is orthogonal to u. It is easy to construct the

vector yd satisfying the conditions (7), namely

yd = fmud ±
√

1 − f2
mvd, (10)

where vd has the definition similar to ud. At this time, the

magnitude of y should be determined by the embedding dis-

tortion instead of the projection xT yd.

If |fx| = 1 holds, i.e., the vector x has the same direction

with u, the vector yd can be formed by the combination of

xd and vd

yd = λxd + ηvd. (11)

where λ and η are two embedding factors. Following the con-

ditions (7) and the orthogonality relation between u and v,

we derive

λ = sgn(fx)fm (12)

η = ±
√

1 − f2
m, (13)

where sgn(·) is the sign function. Last, the watermarked sig-

nal vector y is obtained by substituting (11) into (5).

4. DECODING PERFORMANCE

The decoding performance of NC-DM is evaluated from VSA

and additive noise attack. The binary ST-DM is chosen to

serve as a baseline for the comparison due to its prominent po-

sition in the family of QIM. The document-to-watermark ratio

(DWR), defined as ζ
�
= ‖x‖2/‖y −x‖2 , and the Watermark-

to-Noise Ratio (WNR), defined as ξ
�
= ‖y − x‖2/‖n‖2, will

be used for the performance evaluation.
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Fig. 2. BER vs. valumetric

scaling factor.
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Fig. 3. BER vs. WNR for dif-

ferent values of L and DWR.

4.1. Robustness of NC-DM against VSA

Under VSA, the attacked signal z is expressed as z = ρy,

where ρ denotes a constant gain factor. In this case, fz = fy

holds by the definition of NC in (1), and consequently, the

decision m̂ equals to the hidden message m. Thus, the NC-

DM is invariant against VSA.

In Fig. 2, the empirical bit error rate (BER) of both NC-

DM and ST-DM is plotted as a function of ρ. It is shown that

ST-DM is definitely very sensitive to the scaling attack. The

BER of ST-DM is unacceptably high when ρ movies beyond

the range [0.9, 1.1]. Oppositely, NC-DM can achieve the BER

of zero over the whole range of scaling factor ρ tested.

4.2. Robustness of NC-DM against Additive Noise

The channel distortion is generally modelled by an unknown

noise source, n ∈ R
N and thus the attacked signal is written

as z = y+n. The robustness of NC-DM can be measured by

the minimal distance Dcm
from the watermarked signal y to

the the decision region borders fz = fm ± Δ
4 . Let z1 and z2

be the projections of y on the lower border fz = fm − Δ
4 and

upper border fz = fm + Δ
4 respectively. Obviously, when z1

and z2 lie in the plane that contains y and u (see Fig. 1), one

of them is the closest to y among all points belonging to the

decision region borders. Hence, we compute Dcm
as

Dcm= min
i∈{1,2}

‖zi − y‖2= min
fz=fm±Δ

4

‖y‖2(1 − cos2(θyz))

= min
fz=fm±Δ

4

‖y‖2(1 − (
√

(1 − f2
m)(1 − f2

z ) + fmfz)2)

where θyz = cos−1(fm) − cos−1(fz). According to the ex-

pression of Dcm
, the robustness of NC-DM can be improved

by increasing the watermarked signal power and the step size

Δ and selecting the suitable value in Λm for fm.

Fig. 3 presents the empirical BER of NC-DM and ST-DM

under AWGN. As shown in Fig. 3, for the smaller L and Δ,

NC-DM performs slightly worst than STDM when the WNR

ξ is within the range [−15dB,−3dB], but outperforms it once

ξ is lower than −15dB. In principal, their performance is

very close in this regard. However, as L or Δ increases, the

performance of NC-DM becomes clearly better than ST-DM.

Fig. 4. Ten standard test images of size 512 × 512: IM1-IM5

(1st row) and IM6-IM10 (2nd row).

5. EXPERIMENTAL RESULTS

To test the performance of NC-DM on real images, we imple-

ment NC-DM in the wavelet domain. A three-level wavelet

transform with HAAR filter is applied to the target image. All

the diagonal detail coefficients of the third level are extracted

and then randomized to be the host vector. Each 32 compo-

nents of the host vector is used to conceal one bit information.

Similarly to NC-DM, ST-DM [1], Angle STDM (ASTDM)

[7], and LQIM [4] are implemented for comparison. Experi-

ments are carried out on a set of 10 standard images, shown

in Fig. 4.

Watermarking imperceptibility is assessed with several

objective image quality metrics: the weighted peak signal-to-

noise ratio (wPSNR), the total perceptual error (TPE), and the

number of blocks greater than the first local perceptual error

threshold (NLPE1) [8]. The results are summarized in Table

1. It is seen that NC-DM offers better global quality than ST-

DM. The reason is the watermark signal is produced along

a random direction in ST-DM but with the direction of the

host signal considered in NC-DM. ASTDM has the similar

performance to NC-DM in this regard. Superior performance

is achieved by LQIM. After all, LQIM applies a logarithmic

compression function to improve the perceptual quality. In

addition, all the tested schemes obtain the acceptable local

image quality under the given test condition.

Watermark robustness is tested under some typical image

processing operations when fixing TPE at 0.0057. The given

BER is averaged over all the test images. The robustness

against AWGN for all schemes is shown in Fig. 5. Clearly,

NC-DM performs better than ST-DM, which is in accordance

with the results presented in Section 4. ASTDM is inferior

to ST-DM and LQIM has large BER even for null distortions.

This is because LQIM utilizes too small quantization steps for

some images to resist the distortions from the wavelet trans-

form. The sensitivity to JPEG compression is depicted in Fig.

6. NC-DM is evidently more robust to JPEG compression

than ASTDM and LQIM. ST-DM performs very close to NC-

DM, but achieves slightly lower BER over the range of quality

factor from 15 to 40. In Table. 2, the BER is obtained after

some filtering attacks. NC-DM has superior performance in

this regard. This reflects the NC to be quantized in NC-DM
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Table 1. Watermark imperceptibility assessment: the PSNR

is fixed at 48 dB.
Methods Metrics IM1 IM2 IM3 IM4 IM5 IM6 IM7 IM8 IM9 IM10

wPSNR (dB) 49.2 51.8 51.2 50.0 53.4 49.5 52.5 50.6 51.8 49.7

ST-DM TPE (×10−3) 6.0 7.1 7.2 6.3 6.6 7.1 7.6 6.6 6.1 7.2

NLPE1 0 0 0 0 0 0 0 0 0 0

wPSNR (dB) 49.5 52.0 51.4 50.1 53.6 49.5 52.6 50.8 51.8 49.7

ASTDM TPE (×10−3) 5.2 6.4 6.3 5.5 5.8 6.2 6.6 6.2 5.6 6.1

NLPE1 0 0 0 0 0 0 0 0 0 0

wPSNR (dB) 50.8 53.2 52.7 51.6 54.9 50.7 53.6 51.8 53.2 51.3

LQIM TPE (×10−3) 4.1 5.1 4.9 4.7 5.0 4.6 5.2 4.7 4.4 4.6

NLPE1 0 0 0 0 0 0 0 0 0 0

wPSNR (dB) 49.3 52.0 51.4 50.1 53.5 50.2 52.5 50.8 51.9 49.8

NC-DM TPE (×10−3) 5.7 6.6 6.8 5.9 6.5 6.1 7.2 6.4 5.9 6.8

NLPE1 0 0 0 0 0 0 0 0 0 0
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Fig. 5. BER vs. AWGN.
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Fig. 6. BER vs. JPEG quality.

is insensitive to the filtering distortions comparing with the

features used in other schemes. Fig. 7 illustrates the robust-

ness to amplitude scaling for all schemes. In the test, NC-DM

and ASTDM manifest stronger robustness than ST-DM and

LQIM, particularly for NC-DM, the lowest values of BER are

achieved over the whole range of scaling factor tested.

6. CONCLUSION

The contribution of this paper is to develop a novel quanti-

zation watermarking method, called NC-DM. In the method,

the NC between the host signal and a random signal was mod-

ulated with the hidden message using DM, and then the wa-

termarked signal was produced to provide the modulated NC

while minimizing the embedding distortion. NC-DM not only

achieves the theoretical invariance to VSA, but also manifests

better performance facing AWGN attacks than the conven-

tional ST-DM. Simulations on real images show that NC-DM

poses perceptual advantages over ST-DM and better robust-

ness than ST-DM as well as ASTDM and LQIM.
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