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ABSTRACT
This paper presents a passive pointing system for a distant screen
based on an acoustic position estimation technology in conjunction
with a gravity sensor on a smartphone. The system is designed to
interact with a distant large screen such as a television set at home
or digital signage in public. The system consists of a screen, two
loudspeakers set around the screen, and a smartphone as a pointing
device having a microphone and a gravity sensor inside. The position
of the pointer is theoretically determined by the position and direc-
tion. This smartphone-based system approximates the position and
direction by the two-dimensional position of the microphone hori-
zontally and the pitch angle from the gravity sensor vertically. In
this paper, we report experiments to evaluate the performance of the
system. The loudspeakers of the system radiate burst signal from 18
to 24 kHz. The position of the smartphone is estimated at a frame
rate of 15 Hz with a latency of 0.4 second. The accuracy of the
pointer was measured as an angle error below 10 degrees for 100%
of all frames. We confirmed that it has enough accuracy to point to
each region which is divided area in the screen for applications such
as quiz or questionnaire on digital signage.

Index Terms— acoustic application, acoustic position measure-
ment, delay estimation

1. INTRODUCTION

Laser pointers are widely used to point to regions of interest on a
distant large display or a projector screen. However, it is impossible
to control objects on the display using a laser pointer. Ideally, users
would like to control objects on a distant display like Nintendo’s
Wii. However, the Wii requires special equipment, namely infrared
LEDs for the display and an infrared image sensor for the pointing
device. Thus, we developed a novel pointing system using a standard
smartphone and two loudspeakers without special devices based on
an acoustic position estimation technology.

As a three-dimensional positioning technology, an ultrasonic
position estimation technology is accurate and low-cost [5]. This
technology shows promise for a wide range of applications such as
location-aware computing, virtual and augmented reality. Three-
dimensional ultrasonic positioning technology is technically based
on estimation of time delay and/or time difference of arrival. The
three-dimensional position is determined as the intersection of mul-
tiple spherical and/or hyperbolic planes given by the estimates.

There have been many studies and systems based on this tech-
nology [1–12]. The GCC-PHAT [6] is the most common approach in
the sound source localization community to estimate the time delay
and/or time difference of arrival. Active Bat [12] is an ultrasonic-
based localization system that uses the time delay of arrival esti-
mates. This system estimates the position of a target. In this system,
an ultrasonic transmitter called Bat is attached to a target and ultra-
sonic receivers are placed in the environment. Cricket Compass [9]

is an ultrasonic-based localization system that uses the time differ-
ence of arrival estimates. This system estimates the orientation of a
target as well as its position. In this system, the receiver device has
five ultrasonic sensors to determine its orientation. A motion capture
system with multiple ultrasonic sensors on a human body is also a
typical product of this technology.

We previously presented a three-dimensional pointing system
based on this technology using three loudspeakers set around the
screen and two microphones on the pointing device [10]. In this
system, the three-dimensional position of each microphone is esti-
mated by three distances from the loudspeakers, and the pointer is
indicated at the calculated intersection of the straight line through
the estimated positions of two microphones and the screen plane.
The pointer is rendered at a frame rate of over 100 Hz with lin-
ear interpolation between the frames. Users can operate the pointer
smoothly on the distant large display or the projector screen. How-
ever, it is difficult to apply a system that requires two microphones
and three loudspeakers to consumer products such as cell-phones,
smartphones, and television sets. Thus, we proposed a novel idea of
an approximate system combining the acoustic position estimation
technology and a pitch angle from the gravity sensor to use only a
smartphone and two loudspeakers [4].

In this paper, we present the passive pointing system that en-
ables interaction with a distant large display or a projector screen us-
ing general-purpose equipment. First, we describe the mechanism of
our pointing system based on the acoustic position estimation tech-
nology. Next, we report experiments to evaluate the performance of
the system. Finally, we summarize the paper.

2. PASSIVE POINTING SYSTEM BASED ON
ACOUSTIC POSITION ESTIMATION

First, we introduce our previously presented system, which is based
on an acoustic position estimation only. Next, we describe the pro-
posed pointing system using a smartphone based on the acoustic po-
sition estimation in conjunction with a gravity sensor.

2.1. Fully Acoustic System with
Three Loudspeakers and Two Microphones

Figure 1 shows the configuration of the fully acoustic system with
three loudspeakers set around the screen and two microphones on
the pointing device [10]. The system employs a passive configu-
ration. The source signal is radiated by three loudspeakers around
the screen, and received by two microphones on the pointing device.
The three-dimensional position of each microphone is obtained with
three distances derived from the time delay of arrival between the
loudspeakers and the microphone. The pointer is indicated at the
calculated intersection of the straight line through the estimated po-
sitions of the two microphones and the screen plane.
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Fig. 1. The configuration of the fully acoustic system with three
loudspeakers set around the screen and two microphones on the
pointing device. The three loudspeakers are located at known po-
sition.

In Fig. 1, the position (ui, vi, wi) of the loudspeaker i (i =
1, 2, 3) is fixed to the coordinate originating from the screen. Let
us assume that the loudspeaker i emits the source signal si(k)
in free space. The observed signal xj(k) at the microphone
j (j = 1, 2) is given by xj(k) = 1/dij · si (k − dij/c) + nj(k),
where k is the discrete time index, dij represents the distance
between loudspeaker i and microphone j, c is the sound ve-
locity, and nj(k) is the interference signal observed by micro-
phone j. Here, the distance dij is expressed as a function of the
positions of loudspeaker i and microphone j as follows dij =p

(xj − ui)2 + (yj − vi)2 + (zj − wi)2, where (xj , yj , zj) is the
position of the microphone j.

Our task is to determine the position pj = (xj , yj , zj)
T of each

microphone j from the source signals and the observed signals. The
position is calculated as the intersection of multiple spherical planes
given by the distances associated with the time delay of arrival. Here,
we use the GCC-PHAT [6] for estimating the time delay of arrival
τij as φij(l) = IDFT

ˆ{Si(ω)X∗
j (ω)}/{|Si(ω)||Xj(ω)|}˜

, τij =
argmaxl φij(l), where Si(ω) and Xi(ω) are the DFT transforms of
si(k) and xj(k) respectively. Then, we can obtain the estimated dis-
tances dij from τij as dij = cτij . We use Newton-Raphson method
for calculating the position pj of each microphone.

Finally, the position of the pointer is calculated as the intersec-
tion of the straight line (x, y, z)T = (p2 − p1)t + p1 through the
estimated positions of two microphones and the screen plane, where
t is the parameter as the real number, e.g. when the screen plane is
z = 0, t = −z1/(z2 − z1).

2.2. Approximate Combined System with
Two Loudspeakers, Single Microphone, and Gravity Sensor

Figure 2 shows the configuration of the approximate combined sys-
tem with two loudspeakers set around the screen horizontally, and a
smartphone as a pointing device equipping a single microphone and
a gravity sensor inside [4]. The two-dimensional position of the mi-
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Fig. 2. The configuration of the approximate combined system with
two loudspeakers set around the screen, and a smartphone as the
pointing device containing a single microphone and a gravity sensor
inside.

crophone in the horizontal plane is obtained with two distances from
the two loudspeakers, and the vertical direction is obtained by the
pitch angle from the gravity sensor.

In Fig. 2, the acoustic position estimation is applied to estima-
tion of the two-dimensional position p1 = (x1, z1)

T of the micro-
phone 1 in the horizontal plane. Though the position of the pointer
requires not only the position but also the direction of the point-
ing device in principle, we approximate it gives the direction with
the displacement of the microphone position from its initial position
p0 = (x0, z0)

T . This approximation is reasonable because users
move their arm holding the pointing device in a narrow angle with
their wrist or elbow fixed as a pivot. Next, in the vertical plane, we
use the pitch angle from the gravity sensor instead of the acoustic
position estimation because the vertical position and direction can-
not be obtained by the two loudspeakers setup. Here, we set a pitch
angle θ of 0 degree at the vertical center, +45 degrees at the top, and
−45 degrees at the bottom of the screen.

Finally, the x-axis position of the pointer is calculated as the
intersection of the straight line (x, z)T = (p1 − p0)t + p0 through
the estimated and the initial positions of the microphone, where e.g.
when the screen plane is z = 0, t = −z0/(z1 − z0). The y-axis
position of the pointer is calculated as y = h(1− tan θ)/2, where h
is the height of the screen.

3. EVALUATION EXPERIMENTS

We conducted experiments to evaluate the performance of both sys-
tems. Figure 3 shows an elevation view and a side view of the ex-
perimental setup. In a soundproof room with reverberation time of
0.1 s, the pointing device was mounted on a turntable system that
simulated an arm motion. The turntable system is rotated 360 de-
grees of 30 degrees per second. The rotation axis of the turntable
system is (x, y) = (1.00, 0.70). Table 1 shows the equipment used
for the experiments.
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Fig. 3. The experimental setup. The pointing device moves using
the turntable system. The upper panel shows the elevation view and
the lower panel shows the side view.

Table 1. The equipment used for the experiments.
Equipment Manufacture Model

Microphone DPA 4060
Smartphone HTC Desire
Loudspeaker YAMAHA NS-pf7
Power amplifier BOSE 1200VI
Audio interface M-AUDIO FireWire1814
Turntable system B&K 9640

The loudspeaker i of the three or two radiated short burst for the
source signal si(k) alternately. The short burst was a band-limited
Gaussian noise from 18 to 24 kHz. The level of the short burst was
80 dBSPL at the front of each loudspeaker. The sampling condition
was 48 kHz/16 bit. To prevent the interference of the direct signals
from other loudspeaker(s), the interval of two successive emissions
of the short burst was set at 64 ms. These systems have a time reso-
lution of approximately 15 Hz, if it executes the position estimation
every short burst radiates.

In the fully acoustic system, the loudspeakers were located
triangularly on the screen plane. The three loudspeaker posi-
tions were (x, y, z) = (0.00, 0.00, 0.00), (2.00, 0.00, 0.00), and
(1.00, 1.70, 0.00) in meters. The two microphones were em-
bedded in the pointing device. The interval between two micro-
phones was 0.15 m. When the rotation angle was 0 degree, the
positions of microphones were (x, y, z) = (1.00, 0.57, 0.76) and
(1.00, 0.52, 0.62). Figure 4 shows the trajectories of the position of
each microphone. Figure 5 shows the trajectory of the position of
the pointer. In Fig. 4 and Fig. 5, the left half shows the true positions
and the right half shows the estimated and calculated positions.
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Fig. 4. The trajectories of the true and estimated positions of each
microphone in the fully acoustic system.
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Fig. 5. The trajectory of the true and calculated positions of the
pointer in the fully acoustic system.

In the approximate combined system, the loudspeakers were lo-
cated horizontally on the screen plane. The two loudspeaker posi-
tions were (x, y, z) = (0.00, 0.40, 0.00) and (2.00, 0.40, 0.00) in
meters. The microphone and gravity sensor were embedded in the
smartphone. When the rotation angle was 0 degree, the position of
microphone was (x, y, z) = (1.00, 0.57, 0.76) as in the case of the
fully acoustic system. The initial position was (x, z) = (1.00, 1.13).
The position estimation of the smartphone has a latency of 0.4 sec-
ond. Most of the latency is caused by the smartphone’s large audio
buffer of 0.3 second in this implementation. Figure 6 shows the tra-
jectories of the estimated distances and pitch angle. Figure 7 shows
the trajectory of the true and calculated positions of the pointer.

We found that the estimated and calculated positions fluctuate
around the true positions in both systems. This is mainly because
the estimation error exists and the microphones move approximately
20 mm during the emission and its interval of 64 ms. The micro-
phones were in static case, the standard deviation representing the
estimation error of the positions of microphones was 17 mm, which
is equivalent to the estimation error of common positioning systems.
However, the standard deviation was increased to 38 mm in the mov-
ing case.

Figure 8 shows the accuracy of the pointer. We define the error
margin as the acceptable range of the absolute value of the differ-
ence angles between the true and calculated positions of the pointer.
The rate within the margin was calculated by counting the number
of samples within the acceptable range from all frames. We found
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Fig. 6. The trajectories of the estimated distances and pitch angle in
the approximate combined system.
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Fig. 7. The trajectory of the true and calculated position of the
pointer in the approximate combined system.

from Fig. 8 that the rate within the margin of more than 90% was
within 5 degrees in the fully acoustic system. On the other hand, in
the approximate combined system, the rate within the margin was
decreased to 80% for the x-axis and increased to 100% for the y-
axis. These are because the approximate combined system doesn’t
determine the vertical position for the x-axis, and uses the gravity
sensor for the y-axis. We also found that the rate within the margin
of 100% for both systems and both axes was within 10 degrees. It
means that it is difficult to draw a detailed picture by using these sys-
tems, however it has enough accuracy to point to each region which
is divided area in the screen.

4. CONCLUSION

This paper showed two pointing systems using loudspeakers and mi-
crophones based on an acoustic position estimation technology. In
the experiments, we used the burst signal from 18 to 24 kHz, which
is reproducible by normal audio-visual equipment. The position of
the smartphone is estimated at a frame rate of 15 Hz with a latency
of 0.4 second. The accuracy of the pointer was measured as an angle
error below 10 degrees for 100% of all frames. It means that it is
difficult to draw a detailed picture by using this system, however it
has enough accuracy to point to each region which is divided area in
the screen for applications such as quiz or questionnaire on digital
signage.
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Fig. 8. The accuracy of the pointer. The relationship between the
error margin and the rate within the margin.
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