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ABSTRACT

Virtually all images are stored in compressed form, most in
(lossy) JPEG format. Compressing images however has been
shown to cause a small but not negligible drop in perfor-
mance for content-based image retrieval (CBIR) algorithms.
In this paper, we show that it is possible to reverse this perfor-
mance drop. We achieve this by what might at a first glance
seem counter-intuitive, namely by compressing the images
even more. In detail, what we perform is recompressing im-
ages (or rather re-quantising the DCT coefficients) to their
lowest common image quality setting. We demonstrate, on a
benchmark image retrieval database and using standard CBIR
algorithms, that this results in improved image retrieval per-
formance rivalling that of running the algorithms on uncom-
pressed data.

Index Terms— Content-based image retrieval, image
compression, retrieval performance, JPEG.

1. INTRODUCTION

With the ever growing number of images, effective and ef-
ficient techniques for managing image collections are highly
sought after. To that extent, over the past two decades content-
based image retrieval (CBIR) has been an active research area
leading to significant progress in this field [1, 2].

In practice, virtually all images are stored in compressed
form in order to save bandwidth and storage resources. Of all
image compression techniques, JPEG [3] is clearly the dom-
inant one with up to 95% of images on the web being com-
pressed in JPEG format [4].

JPEG is a lossy format, which means that during com-
pression some of the visually less important information is
discarded in order to obtain better compression rates. This is
achieved through the application of a quantisation step on the
derived DCT (discrete cosine transform) data. The balance
between image quality and compression ratio is governed by
a (user-defined) “q-factor”, a scalar (in [0; 100]) that allows
finer and coarser quantisation respectively.

In the context of CBIR, it has been shown that this loss
of information leads to a small but not negligible drop in re-
trieval performance of common CBIR algorithms, especially
for lower q-factors (i.e., lower image quality) [5, 6].

In this paper, we propose a method to counter this perfor-
mance drop. We notice that when images are compressed to
the same quality setting, retrieval performance is close to that
achieved on uncompressed images. Building upon this, our
method essentially recompresses images to the lowest com-
mon q-factor before feature calculation. Since by doing so,
we discard even more of the original image information, this
might at first seem to do more harm than good. However,
since we thus explicitly transform image to a common image
quality (and hence, common quantisation effects), we actually
improve retrieval performance as extensive experiments on a
benchmark dataset [7] and common CBIR algorithms [8, 9]
demonstrate.

2. THE JPEG COMPRESSION SCHEME

JPEG [3] is currently the most popular image compression
technique and has also been adopted as an ISO standard for
still picture coding. It is based on the discrete cosine trans-
form (DCT), a derivative of the discrete Fourier transform.
First, an (RGB) image is usually converted into the YCbCr
space. The reason for this is that the human visual system
is less sensitive to changes in the chrominance (Cb and Cr)
than in the luminance (Y) channel. Consequently, the chromi-
nance channels can be downsampled by a factor of 2 without
sacrificing too much image quality thus resulting in a full res-
olution Y and downsampled Cb an Cr components.

The image is then divided (each colour channel sepa-
rately) into 8 × 8 pixel sub-blocks and DCT applied to each
such block. The 2-d DCT for an 8×8 block fxy, x, y = 1 . . . 7
is defined as
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with Cu, Cv = 1/

√
2 for u, v = 0, Cu, Cv = 1 otherwise.

DCT has energy compactification close to optimal for most
images which means that most of the information is stored in
a few, low-frequency, coefficients (due to the nature of images
which tend to change slowly over image regions). Of the 64
coefficients, the one with zero frequency (i.e. F00) is termed
“DC coefficient” and the other 63 “AC coefficients”. The DC
term describes the mean of the image block, while the AC
coefficients account for the higher frequencies. As the lower
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frequencies are more important for the image content, higher
frequencies can be neglected.

The way JPEG is doing this is by applying a quantisa-
tion step that crudely quantises higher frequencies while pre-
serving lower frequencies more accurately. In particular, two
8× 8 quantisation tables are used, one for luminance, one for
chrominance channels, and the DCT coefficients are divided
by the factors in the tables, resulting in

F̂uv = round(Fuv/Quv) (2)

where F̂uv is the quantised DCT coefficient, and Quv the cor-
responding entry in the quantisation table. Clearly, this is a
lossy procedure and thus not uniquely reversible.

The compression ratio (and consequently the image qual-
ity) is governed by a “q-factor” in the range [0; 100] which
essentially scales the quantisation table entries according to

Q̂uv =

{
round(Quv ∗ (5000/q)/100) if q < 50
round(Quv ∗ (200 − q ∗ 2)/100) if q ≥ 50

(3)
Thus, the lower the q-factor, the more information is dis-
carded and hence the lower the image quality.

After quantisation, the DC terms are differentially coded
since they change slowly over the image. The AC coefficients
are ordered in a zig-zag fashion for each block and are run-
length coded. Finally, both parts are entropy (Huffman) coded
to maximise the compression efficiency.

3. CBIR UNDER COMPRESSION

Clearly, a (lossy) compressed image differs from its original,
and as such also the features employed in CBIR will some-
what differ. This has been studied in detail in [5] where it was
concluded that image compression does indeed have a small
negative effect on retrieval performance, especially at lower
image quality settings.

We reconfirm this by running retrieval experiments under
different quality settings on the UCID database [7] which was
also used in [5]. The dataset consists of 1338 uncompressed
images of which 262 are query images for which matching
ground truth images are defined. The ground truth thus al-
lows to assess the performance of CBIR algorithms [10], and
we chose the suggested modified average match percentile

(AMP), defined as the average of MPQ = 100

SQ

SQ∑
i=1

N − Ri

N − i

over the whole dataset as performance measure (N is the
number of images in the dataset, SQ the number of model
images for the given query, and Ri is the rank in which a cor-
rect model image was retrieved).

The dataset was compressed, using standard 4:2:0 sub-
sampling, at 6 different q-factors: 100 (which closely resem-
bles uncompressed data), 80, 50, 20, 10 and 5. We then run
retrieval experiments at various compression levels by using

the query images compressed with a certain q-factor together
with model images compressed at another certain q-factor.

For our experimentation, we employ three commonly
used (colour) CBIR techniques: colour indexing [8], and two
of the MPEG-7 visual descriptors [9, 11], namely Scalable
Colour (which builds a colour histogram in HSV space that
is then encoded using a Haar wavelet transform of which the
top n (n = 256 in our experiments) coefficents are used),
and Colour Structure (which uses a colour histogram that is
affected by local colour distribution by calculating a 256 bin
histogram in HMMD colour space by moving an 8×8 sliding
window over the image).

The results are given in Tables 1, 2, and 3. Each cell of
the tables lists the achieved AMP based on the selected qual-
ity settings for query and model images, and also states the
difference to the case where both model and query images
are encoded with q = 100 (i.e., essentially uncompressed im-
ages).

�
�

�
��

M
Q

100 80 50 20 10 5

100 90.79 90.74 90.68 90.69 90.47 87.33
-0.05 -0.11 -0.10 -0.32 -3.46

80 90.82 90.78 90.75 90.76 90.54 87.38
0.03 -0.01 -0.04 -0.03 -0.25 -3.41

50 90.77 90.75 90.73 90.76 90.57 87.40
-0.02 -0.04 -0.06 -0.03 -0.22 -3.39

20 90.79 90.77 90.73 90.78 90.64 87.46
0.00 -0.02 -0.06 -0.01 -0.15 -3.33

10 90.44 90.46 90.46 90.56 90.79 87.04
-0.35 -0.33 -0.33 -0.23 0.00 -3.75

5 88.12 88.16 88.19 88.31 88.74 89.36
-2.67 -2.63 -2.60 -2.48 -2.05 -1.43

Table 1. Retrieval performance results, in AMP, for colour
indexing [8] under compression. Query images were com-
pressed with q-factor Q, while model images were com-
pressed using M.

�
�

�
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M
Q

100 80 50 20 10 5

100 92.69 92.75 92.49 92.47 89.22 80.18
0.06 -0.20 -0.22 -3.47 -12.51

80 92.37 92.73 92.61 92.61 88.86 79.14
-0.32 0.04 -0.08 -0.08 -3.83 -13.55

50 92.01 92.61 92.60 92.66 88.89 78.99
-0.68 -0.08 -0.09 -0.03 -3.80 -13.70

20 91.93 92.62 92.65 92.84 89.73 79.35
-0.76 -0.07 -0.04 0.15 -2.96 -13.34

10 89.93 90.17 90.06 90.79 92.64 86.44
-2.76 -2.52 -2.63 -1.90 -0.05 -6.25

5 87.00 87.19 87.54 88.52 91.30 92.46
-5.69 -5.50 -5.15 -4.17 -1.39 -0.23

Table 2. Retrieval performance results for MPEG-7 Scalable
Colour [9] under compression.
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M
Q

100 80 50 20 10 5

100 94.41 94.26 94.02 93.59 90.96 79.89
-0.15 -0.39 -0.82 -3.45 -14.52

80 94.3 94.37 94.28 93.89 91.63 80.38
-0.11 -0.04 -0.13 -0.52 -2.78 -14.03

50 94.17 94.36 94.33 94.0 92.14 80.99
-0.24 -0.05 -0.08 -0.41 -2.27 -13.42

20 93.98 94.22 94.27 94.09 92.2 81.07
-0.43 -0.19 -0.14 -0.32 -2.21 -13.34

10 91.34 91.81 92.03 91.19 93.95 87.10
-3.07 -2.60 -2.38 -3.22 -0.46 -7.31

5 82.71 83.02 83.25 81.24 90.7 93.01
-11.70 -11.39 -11.16 -13.17 -3.71 -1.40

Table 3. Retrieval performance results for MPEG-7 Colour
Structure [9] under compression.

We can see that all three tested algorithms are affected
by image compression. Image retrieval drops, especially for
lower quality settings. For example, image retrieval using
colour histograms where query images are compressed us-
ing a q-factor of 5 and model images with a q-factor of 20
achieves an AMP of 88.31 compared to 90.79 for q = 100 for
both query and model images.

A similar behaviour can be noticed for both the Scalable
Colour and Colour Structure descriptors. However, for these
retrieval methods performance drops even more significantly
than for colour indexing. The average AMP difference be-
tween retrieval of virtually uncompressed images (q = 100)
and compressed images is 0.97 for colour histograms, 3.08
for Scalable Colour and 4.05 for Colour Structure. Consid-
ering even the relatively small size of the UCID dataset this
equates to having to browse through about 13 / 41 / 54 images
more on average to arrive at the pictures of interest.

4. CBIR AFTER RECOMPRESSION

Looking at Tables 1 to 3 in more detail, we can however no-
tice an interesting aspect of the results, namely that retrieval
performance does not drop in all cases. In particular, looking
along the diagonals of tables tables we see that retrieval per-
formance is almost unaffected. What this means is that if both
model and query images are compressed using the same q-
factor, image retrieval is almost as good as for uncompressed
images. This observation is the core of the idea we present in
this paper. On the other hand, when the quality settings differ,
performance drops, and the bigger the difference in terms of
q-factors the bigger the drop. The reason for this is that the
original DCT values get quantised using different(ly scaled)
quantisation tables which causes the same original values to
be mapped, after quantisation and reversing the quantisation,
to different values hence leading to somewhat different image
descriptors and thus lower retrieval performance.

Our proposed approach for improving retrieval perfor-

mance for compressed images is simple yet effective. We
want to ensure that when we encounter images with different
image quality settings, we bring them to the same quality
before extracting image features. Since clearly we cannot
recover the original information that was discarded, the only
way of doing so is to use the lower quality setting for all
images. That is, we compress images even more - by re-
compressing those with higher settings to lower ones (lower
quality images remain unchanged) - in order to improve re-
trieval performance.

When we say “recompress”, we don’t actually run through
the complete compression procedure. Rather, all that we need
to do is rescale the affected (quantised) DCT coefficients. We
can identify the q-factor of in image by inspecting the quan-
tisation tables of the JPEG header of the image. In fact, it is
not required to extract the q-factor itself as the table entries
themselves are sufficient for the rescaling operation.

For each entry where the quantisation tables differ, we
identify the higher entry (corresponding to more quantisation
and hence lower quality) and rescale the coefficient data of
the other image (i.e., the higher quality image) according to

F̂uv−new = round

(
F̂uv−old ∗ Q̂uv−higher

Q̂uv−lower

)
(4)

where F̂uv−old are the original (quantised) coefficients of the
higher quality image, Q̂uv−higher are its quantisation table en-
tries, and Q̂uv−lower define the quantisation table of the lower
quality image.

In practice, we perform this procedure on-line only for
query images. For model images, in order to avoid a computa-
tional overhead during the retrieval process, we store different
sets of features corresponding to different q-factor matches.

5. EXPERIMENTAL RESULTS

We run our algorithm on the same dataset and under the same
settings as in Section 3, i.e. with differently paired q-factor
setting on the UCID database and using colour histograms
and the two MPEG-7 features. When the quality settings be-
tween query and model images differ, we “recompress” the
images as detailed in Section 4.

The results are presented in Table 4 for colour histograms,
Table 5 for MPEG-7 Scalable Colour, and Table 6 for MPEG-
7 Colour Structure features. Each cell in the tables gives the
achieved AMP under the selected compression settings to-
gether with the difference to the results with the same settings
but without our proposed approach (i.e., the difference to the
results in Tables 1 to 3).

Looking at the results, we can see that the proposed
method does indeed provide a significant boost in terms of
retrieval performance. In almost all cases, retrieval perfor-
mance improves, in many instances up to or close to the best
possible AMP, i.e. that achieved when q = 100 for both
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M
Q

100 80 50 20 10 5

100 90.78 90.73 90.78 90.79 89.35
0.04 0.05 0.09 0.32 2.02

80 90.78 90.71 90.74 90.75 89.36
0.04 -0.04 -0.02 0.21 1.98

50 90.73 90.71 90.76 90.79 89.09
-0.04 -0.04 0.00 0.22 1.69

20 90.79 90.82 90.73 90.79 89.19
0.00 0.04 0.00 0.15 1.73

10 90.79 90.72 90.79 90.82 87.04
0.35 0.26 0.33 0.26 0.00

5 89.35 89.17 89.38 88.40 88.74
1.23 1.01 1.19 0.09 0.00

Table 4. Retrieval performance results, in AMP, for colour
indexing [8] after recompression.
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�
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M
Q

100 80 50 20 10 5

100 92.81 92.61 92.71 92.67 92.47
0.06 0.12 0.24 3.45 12.29

80 92.69 92.59 92.3 92.76 92.52
0.32 -0.02 -0.31 3.90 13.38

50 92.71 92.63 92.66 92.65 91.69
0.70 0.02 0.00 3.76 12.70

20 92.89 92.84 92.65 92.67 92.29
0.96 0.22 0.00 2.94 12.94

10 92.60 92.63 92.66 92.61 86.44
2.67 2.46 2.60 1.82 0.00

5 92.51 92.37 92.32 91.60 91.30
5.51 5.18 4.78 3.08 0.00

Table 5. Retrieval performance results for MPEG-7 Scalable
Colour [9] after recompression.

model and query images. We can also notice that in partic-
ular for the cases of strong compression (i.e., looking at the
most left/right columns, respectively the top/bottom rows of
the results tables), the change in terms of performance is re-
markable. The only exception is when we are dealing with a
combination of q-factors of 5 and 10; here the quantisation is
extreme in both cases and recompression is not always able to
accurately remap the calculated image features. On average,
the AMP improves by 0.44 for colour histograms, by 3.19 for
Scalable Colour, and by 3.34 for Colour Structure features.
On the UCID dataset, this corresponds to the correct model
images coming up 6 / 43 / 45 images “earlier” in the retrieval
results.

6. CONCLUSIONS

In this paper, we have looked at the issue of content-based
image retrieval under compression. We have confirmed that
compression causes a drop in retrieval performance, espe-
cially at low quality settings. To address this issue, we have
presented a simple yet effective approach to reverse the per-
formance dip. We do this by recompressing (rescaling of

�
�

�
��

M
Q

100 80 50 20 10 5

100 94.36 94.35 94.06 93.94 93.01
0.10 0.33 0.47 3.98 13.12

80 94.37 94.27 93.86 93.95 93.08
0.07 0.01 -0.03 2.32 12.70

50 94.33 94.22 94.0 93.95 92.86
0.16 -0.14 0.00 1.81 1.87

20 94.12 93.97 94.27 93.95 93.04
0.14 -0.25 0.00 1.75 11.97

10 93.96 93.91 93.95 93.97 87.10
2.62 2.10 1.92 2.78 0.00

5 93.01 92.93 92.93 92.29 90.70
10.30 9.91 9.68 11.05 0.00

Table 6. Retrieval performance results for MPEG-7 Colour
Structure [9] after recompression.

JPEG DCT coefficients) of the images to a lower image qual-
ity setting, and demonstrate that this does indeed lead to im-
proved retrieval performance. While the method presented is
based on JPEG image compression, the main idea, i.e. that of
increased compression for improved retrieval, is expected to
be applicable to other coding techniques in a similar way.
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