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ABSTRACT
A novel method for object tracking in videos which can

find application in eating and drinking activity recognition

is proposed. The query object is detected in the first video

frame, extracting a new query image. The initial query im-

age along with the obtained query image are then compared

with patches within a determined search region around the

position of the detected object in the previous frame. For

each image, the local steering kernels are extracted and the

similarity between a query image and the patches of the video

frame is measured by calculating the cosine similarity. The

proposed method finds application in eating and drinking

activity recognition.

Index Terms— visual object tracking, eating activity

recognition, drinking activity recognition, local steering ker-

nels

1. INTRODUCTION

Visual object tracking is the challenging task of tracking

the trajectory of a moving object in a video. Ideal track-

ing algorithms should track successfully any object under

any conditions in real time. However, in practice this is not

possible as numerous environmental parameters affect the

tracking performance. Such parameters include lighting con-

ditions variations, partial/total/self occlusion of the object,

rapid and complicated object movements, noise, etc. The ex-

isting tracking algorithms are categorized into model-based

methods [1], which employ a 3-dimensional model of the

object, appearance-based methods [2], which use texture in-

formation, contour-based methods [3], which track the object

contour, feature-based methods [4], which employ a feature-

based representation of the object, and hybrid methods [5],

which comprise combinations of the above. Due to their

simplicity and low computational cost, appearance-based

tracking methods, like the one introduced in this paper, are

the most widely used.

Visual object tracking finds numerous applications in hu-

man computer interaction systems, surveillance systems, e-

health, etc. The method introduced in this paper performs

tracking of rigid objects which perform smooth movements

under small pose changes, 2-dimensional rotations, and small

scale changes. The tracking performance will be tested in

videos depicting eating and drinking activities. Ulterior mo-

tive is to use the objects’ trajectories in an activity recognition

framework.

In general, activities can be described by a set of ”verbs”

which characterize the actions, i.e., the sequence of move-

ments, performed by the human, and a set of ”nouns” which

determine the objects that take part in the actions [6]. The

majority of research in activity recognition focuses on identi-

fying the ”verbs” which characterize an activity [7], and only

a few of them target the problem of recognizing the objects

which take part in them [6]. Apart from the recognition of the

most common human activities like walking, running, jump-

ing, bending, sitting and waving, eating and drinking activ-

ity recognition consist a research area with a major applica-

tion field, including monitoring of patients with eating dis-

orders. The implemented eating and drinking activity recog-

nition algorithms either use data obtained from ambient or

body-worn sensors, or visual information obtained from one

or more cameras. In this paper we present a novel method for

object tracking which finds application in eating and drinking

activity recognition.

The rest of the paper is organized as follows: Section 2

outlines the problem statement. Section 3 provides a detailed

description of the proposed object tracking method. Section

4 presents the experimental results. Finally, Section 5 draws

the conclusion of this work.

2. PROBLEM STATEMENT

Dementia is a syndrome more frequent to the elderly popu-

lation which causes a serious loss of the sufferer’s cognitive

abilities. Patients with early stage of dementia have a high

risk of dehydration, as they experience symptoms of deterio-

ration of the nerves, loss of sense of smell, apraxia (loss of the

ability to execute or carry out learned purposeful movements),
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agnosia (loss of ability to recognize objects, persons, sounds,

shapes, or smells), etc. Therefore, the development of a cen-

tral monitoring system which detects and measures the dura-

tion of eating and drinking activity can prevent the patient’s

dehydration by analyzing the patient’s eating and drinking be-

havior and, if necessary, reminding him to eat or drink. In or-

der to cause minimum disturbance to the patient, the system

should detect eating and drinking activity using only visual

data obtained by a set of surveillance cameras, without the

use of any markers on the cup or the patient’s hands and face.

When the patient spends a long time without eating and drink-

ing, a robotic unit stimulates his feeling of hunger and thirst,

e.g., by asking whether he wants something to eat or drink.

3. OBJECT TRACKING

The proposed method embodies the object detection method

based on locally adaptive regression kernels first introduced in

[8] in an algorithm which performs object tracking in a video

sequence, by comparing the object of interest in the first video

frame (initial query image I ∈ �Nx×Ny ) and the denoted ob-

ject in the previous video frame (query image Q ∈ �Nx×Ny )

with equally sized patches of the following frame in a search

region T ∈ �Mx×My around the predicted position of the ob-

ject, which is based on its position in the previous two frames.

The proposed algorithm starts with the initialization of the ob-

ject position at the first video frame. The initialization can be

achieved either by using an object detection algorithm, such

as the one proposed in [8], or by manually inserting the co-

ordinates of the object in the first frame. Afterwards, the al-

gorithm executes three iterative steps. In the first step, the

query image is extracted from the previous frame, the new

object position is predicted and the new search region is de-

termined. Then, the salient features of the initial query image,

the query image, and the search region are extracted. Finally,

the similarities of the search region patches with the initial

query image and the query image are computed and used for

determining the new object position.

3.1. Object position prediction and search region initial-
ization

In this step, the detected object in the previous frame is ex-

ported and saved as the new query image. Then, the position

pt = [px, py]
T of the object in the current frame t is predicted

according to the following equation:

p̂t = pt−1 + vt−1, (1)

where vt−1 = pt−1 − pt−2 is the object velocity in frame

t − 1 and pt−1, pt−2 are the object coordinates in frames

t − 1 and t − 2, respectively. The search region in frame t is

then defined around the position p̂t. The search region size

is determined to be equal with the size of the detected object

plus a margin of m pixels. In our experiments, we set m = 15

pixels. The value of m depends on the maximum velocity of

the object and it should be large enough to keep track on the

object in the selected search region.

3.2. Local Steering Kernel feature extraction

The salient feature of the initial query image, the query image,

and the search region are extracted according to the following

procedure. Initially, the image is transformed to the La∗b∗

color space and, subsequently, it is split to its three channels.

For each color channel, the local steering kernel descriptors

(LSK) [8] are extracted in a locally defined P × P window.

LSKs take into account both the illumination (pixel value)

difference and the distance between neighboring pixels:

K(pl − p) =

√
det(Cl)

2π · exp
{
− (pl−p)TCl(pl−p)

2

}
,

l = 1, . . . , P 2, (2)

where p are the coordinates of the image pixel, pl are the

coordinates of the neighboring pixels, and Cl is a covariance

matrix, estimated from the matrix Jl of the gradient vectors

of the image in a P × P window around pl:

Jl =

⎡
⎢⎣

zx(p1) zy(p1)
...

...

zx(pP 2) zy(pP 2)

⎤
⎥⎦ , (3)

where z(p) = [zx(p), zy(p)]
T is the image gradient vector

along x and y axes at the position p, by applying SVD ac-

cording to equations (4)-(6) [9]:

Jl = Ul ·
[

s1 0
0 s2

]
·
[

vT
1

vT
2

]
l

. (4)

Cl = γ
2∑

q=1

a2qvqv
T
q , (5)

a1 =
s1 + 1

s2 + 1
, a2 =

s2 + 1

s1 + 1
, γ =

(
s1s2 + 10−7

P 2

)a

. (6)

In equations (6), a is a parameter that restricts γ and in our

experiments takes the value 0.008.

For an image pixel p, equation (2) is computed for each

neighboring pixel pl, l = 1, . . . , P 2, meaning that for each

image pixel we export an LSK feature vector K(p) ∈ �P 2×1.

The produced LSK feature vector becomes invariant to bright-

ness and contrast changes by using normalization according

to:

N(p) =
K(p)∑P 2

l=1 |K(pl − p)|
∈ �P 2×1. (7)

The LSK feature vectors of the n = NxNy pixels of the query

image are ordered column-wise to form the LSK feature ma-

trix NQ ∈ �P 2×n. The LSK feature matrices NI ∈ �P 2×n

and NT ∈ �P 2×nT , nT = MxMy, for the initial query image

and the search region, respectively, are formed accordingly.
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3.3. Similarity measure and decision extraction

After extracting the LSK feature matrices NQ, NI , for the

query image and the initial query image respectively, we mea-

sure the similarity of the search region patches to the query

image and the initial query image. At first, we proceed to

dimensionality reduction by PCA keeping 80% of the image

information, producing matrices FQ ∈ �d×n, FI ∈ �d×n:

FQ = AQNQ, FI = AINI , (8)

We compute two projection matrices, one for the query im-

age AQ ∈ �d×P 2

and one for the initial query image AI ∈
�d×P 2

. The LSK feature matrix NT of the search region is

then projected to the spaces created by the two projection ma-

trices as follows:

FTQ
= AQNT ∈ �d×nT , FTI

= AINT ∈ �d×nT , (9)

The search region of size Mx × My is then divided into

patches Tij , i = 1, . . . ,mx = Mx − Nx + 1, j =
1, . . . ,my = My −Ny +1, of size Nx ×Ny. For each patch

Tij the corresponding LSK feature matrices FTQij ∈ �d×n,

FTIij
∈ �d×n contain only the columns of FTQ

, FTI
which

correspond to the pixels of the patch Tij . The similarity of

the search region patches to the query image and the initial

query image is then computed by the cosine similarity:

sQij = s(FQ,FTQij
), sIij = s(FI ,FTIij

), (10)

where

s(F1,F2) =

n,d∑
l=1,j=1

F1(l, j)F2(l, j)√∑n,d
l=1,j=1 |F1(l, j)|2 ∑n,d

l=1,j=1 |F2(l, j)|2
,

(11)

and F1(l, j), F2(l, j) are the (l, j) elements of matrices F1

and F2 respectively. The cosine similarity values sQij , sIij
of each color channel are grouped in the resemblance maps

RQc, RIc ∈ �mx×my , c = 1, 2, 3. Before we continue to the

next step, we add the resemblance maps of each color channel

to produce the total resemblance maps RQ, RI ∈ �mx×my :

RQ =
3∑

c=1

RQc, RI =
3∑

c=1

RIc. (12)

Finally, the average resemblance map R ∈ �mx×my is com-

puted:

R =
1

2
(RQ +RI) . (13)

The final decision for the new object position in frame t is

taken by:

pt = argmaxi,j

{
R+max

i,j
{R(ij)} ·W

}
, (14)

where W ∈ �mx×my is a matrix of weights which corre-

spond to the probability of the image patch to be the object

according to the prediction method of subsection 3.1. The

elements of W follow the normal distribution:

wij =
1

2πσ2
exp

{
− (i− ī)2 + (j − j̄)2

2σ2

}
, (15)

where i = 1, . . . ,mx, j = 1, . . . ,my , ī = mx/2, j̄ = my/2.

4. EXPERIMENTAL RESULTS

In this section we demonstrate the performance of the pro-

posed tracking scheme in videos depicting eating and drink-

ing activities. The videos were recorded in the AIIA labo-

ratory. The ultimate purpose is to exploit the tracking re-

sults in an eating and drinking activity recognition framework

by recognizing motion patterns which take part in the activ-

ities. More precisely, eating activity recognition can be per-

formed by computing the relevant distance in pixels between

the human hand holding the knife or spoon and the face, while

drinking activity can be detected by calculating the distance

in pixels between the glass and the head. Therefore, in our

experiments, we test the performance of the proposed track-

ing scheme in tracking the glass and the head during drinking

activity and the hand and the head during eating activity.

Experimental results have been performed in several

videos depicting eating and drinking activities by different

persons. One example is shown in Figure 1. We notice that

the proposed tracker is able to handle the changes in the

viewing angle of the glass (Figure 1a) in the duration of the

drinking activity and the rotation of the hand during eating

activity (Figure 1c). Therefore, the proposed tracker is robust

in view and rotation changes of rigid objects. At this point

we note that, in general, the hand is an articulated object

which constantly changes shape and the proposed tracker

cannot handle the deformations of the shape of the object.

However, during eating activity, the hand holding the fork or

spoon remains folded in an fist-like pose, therefore we can

consider it as being rigid. Furthermore, Figures 1b, and 1d

show that the tracker is able to track the human face during

both eating and drinking activities. Moreover, from Figure

1b it is derived that the tracker keeps track of the face even

when it is occluded by the glass. This is achieved because

the tracker takes into account the similarity with the initial

query object. Further experiments in videos depicting other

activities showed the robustness of the proposed tracker in

tracking successfully rigid objects.

5. CONCLUSION

In this paper we presented a novel appearance-based method

for visual object tracking which employs local steering ker-

nels for image representation. The objective of the proposed

tracking scheme is to be used in an automatic nutrition assis-

tance framework, however it can be used in tracking any rigid

object.
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(a)

(b)

(c)

(d)

Fig. 1. Tracking results in videos depicting eating and drinking activities
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