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ABSTRACT 

 
This paper proposes a soft voting based bag-of-features 
(BoF) model considering relative distance of the feature 
vectors to the nearest-neighbor codeword. Whereas state-of-
the-art kernel distance based soft voting methods require 
brute force parameter optimization, which is time consum-
ing, the proposed method does not require any optimization. 
The proposed algorithm was applied to human attribute 
analysis using top-view images. The experimental results 
have demonstrated 100% of accuracy for both gender clas-
sification and baggage possession classification. It has also 
been demonstrated that discriminative ability is comparable 
to that of the fine-tuned codeword uncertainty (UNC) model. 
 

Index Terms— Bag of features, soft voting, human at-
tribute analysis 
 

1. INTRODUCTION 
 

A bag-of-features (BoF) model [1] is one of the most 
successful approaches for efficient and effective feature 
representation for image/video classification and retrieval. 
The basic idea of the BoF is to represent the input data as a 
histogram of code indices of the features regardless of their 
spatial and temporal orders. In order to quantize the feature 
vectors and to assign index values to them, k-means-based 
clustering is commonly used. The representative vectors 
(codewords) obtained in the clustering are called “visual 
words” in analogous to the bag-of-words model [2], which 
is used in text retrieval. Namely, a collection of features 
extracted from the input data is clustered to assign an index 
value to each feature vector and a histogram of such indices 
is used as a new feature vector for further processing. For 
instance, in [1] which first introduced the concept of BoF in 
image retrieval, local feature descriptors using scale invari-
ant feature transform (SIFT) [3] were used to form a histo-
gram for each video frame. The same concept can also be 
extended to the temporal domain [4][5]. 

After the great success of the BoF model, a number of 
techniques to improve the performance have been proposed 

[6][7][8]. Philbin et al. discussed the optimal number of 
clusters [6]. In [7], the spatial distribution of the local fea-
ture descriptors were taken into consideration by dividing 
the input images into sub-regions in a pyramid manner. A 
space-time pyramid with adaptive multiple kernel learning 
was also proposed for robust video event recognition [8]. 

Another significant progress in generating the feature 
vector was soft voting. In [1], for instance, only a single 
codeword was assigned to each feature vector. Recent stud-
ies have shown that soft voting that assign two or more 
codewords with weight values contributes to improving the 
image/video classification and retrieval performance 
[9][10][11]. In [9], the weight assigned to each feature vec-
tor was an exponential function of the distance to the code-
words. In the codeword uncertainty (UNC) model [10], 
although the weights were also based on the exponential 
function of the distance as in [9], the weights were further 
normalized by the sum of the distances to all the codewords. 
In [11], the graphical structure among codewords was in-
vestigated. Refs. [12][13] tried to assign a few soft code-
words to each feature vector using reconstruction based 
coding instead of using soft voting. 

Although the soft voting method yields better perfor-
mance than the conventional hard voting method, an extra 
parameter optimization for the weight value calculation is 
needed [9][10] in addition to the codebook size optimiza-
tion. This paper proposes a soft voting method which con-
siders relative distance. The distance to each codeword 
normalized by the distance to the nearest neighbor is used 
as a weight value for the soft voting. The proposed algo-
rithm has been applied to human attribute analysis using 
surveillance video data, which has been a difficult problem 
in previous literatures [14][15]. The experimental results 
demonstrated that the performance for both gender classifi-
cation and bag possession classification was 100% and its 
performance and robustness is comparable to that of the 
UCN model. The efficiency in terms of the parameter opti-
mization was also investigated. Namely, the contributions 
of this paper are twofold. One is soft-voting-based feature 
representation considering the relative distance between the 
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input and the codewords and the other is accurate human 
attribute analysis. 

The rest of this paper is organized as follows. Section 2 
briefly reviews the conventional algorithms on soft voting 
based BoF and describes the proposed algorithm. The ex-
perimental conditions and preprocessing are explained in 
Section 3. The experimental results are demonstrated in 
Section 4 followed by concluding remarks in Section 5. 
 

2. PROPOSED ALGORITHM 
 
In the hard voting approaches [1], a single codeword is 
assigned to each input feature vector. Then, a histogram of 
word frequencies that describes the probability density over 
the codewords is calculated as in the following equation. 
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Here, n is the number of feature vectors, ri is ith feature 
vector, and D(v;ri) is the distance between a codeword v 
and ri. V is the codebook. L2 norm is employed for the dis-
tance metric in this paper. 

The UNC [10] is a soft voting model which considers 
“relevancy” determined by the ratio of the kernel values for 
all codewords v in the codebook V: 
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where K  is the Gaussian-like kernel defined as 
2exp xxK . 

The  value needs to be decided by empirical study because 
the distance distribution depends on the feature representa-
tion algorithm.  

The proposed method is soft voting which considers 
the relative distance to the nearest codeword: 
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Whereas the UNC model considers the distribution of the 
distances from the input feature vector to all the codewords, 
the proposed model only cares the relative distance to the 
closest codeword. Since there is no magic number in eq. (3), 
one has to optimize only the codebook size. The conceptual 
difference of the proposed algorithm with the conventional 
methods is illustrated in Fig. 1. As shown in Fig. 1(b), if  
in the UNC model is too large, it is nothing more than con-
ventional BoF. On the other hand, if  is too small, the 
generated feature vector is flat and there is no discrimina-
tion power. In addition, the variance in each dimension is 
not always uniform, making it more difficult to decide the 
optimal . 

 
3. EXPERIMENTAL SETUP: APPLICATION TO 

HUMAN ATTRIBUTE ANALYSIS 
 
The proposed algorithm was applied to the pedestrians’ 
attribute analysis: gender classification and bag possession 
classification. Such human attribute analysis is important 
not only for safety and security purposes but also better ser-
vices such as digital signage. One of the challenging as-
pects in our study is that we use only top-view images to 
protect privacy. Our previous works demonstrated that the 
classification performance was 69% and 76% respectively 
[14] by the p-type Fourier descriptor with Gaussian mixture 
model based bag-of-frames representation, and 96% and 
97% respectively [15] by the hard voting using HoG fea-
tures [16]. In the previous works, the performance was also 
sensitive to the codebook size (please see Section 4), there-
fore the feasibility of the algorithms was still questionable. 
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                   (a)                                          (b) 
Fig. 1. (a) An example of the weight distribution of a 
codebook with a Gaussian kernel with three input feature 
vectors. (b) Generated feature vectors using UNC model 
with different s and the proposed algorithm. 

 
Fig. 2. Examples of pedestrians: (a) male w/o bag, (b) 
male with bag, (c) female w/o bag, (d) female with bag. 
 

Table 1. Summary of pedestrians’ attributes 

 With bag W/o bag Total 
Male 272 187 459 

Female 179 150 329 
Total 451 337 788 
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The test data were captured at Haneda airport (Tokyo 
International Airport), which is one of the top five busiest 
airports in the world. The camera was attached on the ceil-
ing at 12m height and looked straightly down the floor. The 
view area was about 6m x 4.5m. The frame rate was 6.25 
frames per second. The image size was 720 x 540. Sample 
images are shown in Fig. 2. The 60-minute data recorded in 
the afternoon on Sunday among one-month length data 
were used for the experiments. The number of detected pe-
destrians and their attributes are summarized in Table 1. 
The detected pedestrians’ size is typically 100 x 100. We 
assume that detection, segmentation, and tracking are al-
ready done and data with occlusion or erroneously tracked 
pedestrians are eliminated in advance. For the details on 
detection, tracking, and feature extraction, please see [15]. 

The detected pedestrian regions were resized to 60 x 60 
regardless of its original aspect ratio and HoG features were 
extracted. The k-means clustering was applied to a set of 
HoG features for all the frames of all the pedestrians to 
form bag-of-frames feature vectors. The underlying idea is 
representing the appearance of the pedestrian in each frame 
by the HoG feature and representing the difference how the 
pedestrian walks depending on gender and bag possession 
status by the bag-of-frames model. The classification was 
conducted using a support vector machine (SVM) [17].  

 
4. EXPERIMENTAL RESULTS 

 
Figure 3 shows the classification performance as a function 
of the codebook size. The graphs are the results of ten-cross 

         
(a)                                                  (b)                                                  (c)  

     
(d)                                                  (e) 

Fig. 3. Mean classification accuracy over the ten-cross validation. The codebook size was changed. (a) hard voting based 
[15], (b) UNC [10], =0.001, (c) UNC, =0.1, (d) UNC, =10, (e) proposed. 

         
(a)                                                    (b)                                                  (c) 

     
(d)                                                  (e) 

Fig. 4. Gender classification accuracy over the 100 random sampling as a function of the number of training samples; (a) 
hard voting based [15], (b) UNC [10], =0.001, (c) UNC, =0.1, (d) UNC, =10, (e) proposed. 
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validation. For the UNC algorithm,  was also varied from 
0.001 to 10. The parameters for the SVM classification 
were optimized for each case. In the hard voting approach 
[15], the performance was sensitive to the codebook size. 
Although the best accuracy was 96-97%, it went down to 
80-90% as soon as the parameters shifted from their opti-
mal values. When the UNC is employed, if the proper  is 
chosen ( =0.1, Fig. 3(c)), the accuracy is very high and 
stable. However, if  is not appropriate, the accuracy be-
comes sensitive to the codebook size ( =0.001, Fig. 3(b)) or 
becomes even worse than the hard voting case ( =10, Fig. 
3(d)). On the other hand, the proposed method shows its 
robustness to the codebook size and the accuracy is very 
high.  

The gender classification performance as a function of 
the number of training data is shown in Fig. 4. This exper-
iment shows how much discriminative ability the extracted 
features have. The training samples were picked up ran-
domly and the rest was used for testing. Half of the training 
samples were positive and the other half were negative. 
This procedure was repeated 100 times. In this experiment, 
the cost for the constraints violation was set to 128 and the 
other parameters were set as default. In the hard voting 
approach [15], the accuracy improvement over the number 
of the training samples is rather gentle, showing that the 
generated feature vectors are not discriminative and a lot of 
support vectors are needed. For the UNC model, only sev-
eral samples are necessary when the codebook size and  
are optimized. If the parameters are not optimal, it requires 
more than 100 training samples ( =0.001, Fig. 4(b)) or the 
performance is almost same as the hard voting ( =10, Fig. 
4(d)). The proposed algorithm shows comparable perfor-
mance to the optimized UNC model. Only about 10 sam-
ples are need if the codebook size is 100 or larger. In this 
point of view, our model is easier to optimize while achiev-
ing comparative performance with the UNC model. The 
performance for the baggage possession classification was 
almost the same and omitted because of the limited space. 
 

5. CONCLUSIONS 
 
In this paper, a soft-voting-based BoF representation has 
been proposed. The relative distance to that of the nearest-
neighbor codeword was used for the soft voting. The pro-
posed algorithm was compared with the hard voting meth-
od and one of the state-of-the-art soft voting methods called 
UNC model. The experimental results have shown that the 
proposed algorithm worked better and more robustly than 
the hard voting method and it was also comparable to the 
optimized UNC, which required time-consuming parameter 
optimization. The algorithm has been successfully applied 
to gender classification and baggage possession classifica-
tion of the pedestrians in the airport. 
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