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ABSTRACT

This paper describes a method for generic object recognition using
graph structural expression. In recent years, generic object recog-
nition by computer is finding extensive use in a variety of fields,
including robotic vision and image retrieval. Conventional methods
use a bag-of-features (BoF) approach, which expresses the image as
an appearance frequency histogram of visual words by quantizing
SIFT (Scale-Invariant Feature Transform) features. However, there
is a problem associated with this approach, namely that the location
information and the relationship between keypoints (both of which
are important as structural information) are lost. To deal with this
problem, in the proposed method, the graph is constructed by con-
necting SIFT keypoints with lines. As a result, the keypoints main-
tain their relationship, and then structural representation with loca-
tion information is achieved. Since graph representation is not suit-
able for statistical work, the graph is embedded into a vector space
according to the graph edit distance. The experiment results on an
image dataset of 10 classes showed that, the proposed method im-
proved the recognition rate by 14.08%.

Index Terms— generic object recognition, graph, SIFT, graph
edit distance, vector-space embedding

1. INTRODUCTION

Generic object recognition means that the computer recognizes ob-
jects real world images by their general name (see Fig. 1). It is one
of most challenging tasks in the field of computer vision. Regard-
ing the achieving of near-human vision by a computer, it is expected
that any such technology will be applied to robotic vision. More-
over, due to the spread of digital cameras and the development of
high-capacity hard disk drives in recent years, it is getting difficult
to classify and to retrieve large-volume videos and images manually.
Therefore, computers are being looked at to assist in automatically
classifying and retrieving videos and images. In particular, generic
object recognition is becoming more and more important.
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Fig. 1. Generic Object Recognition

There have been two typical approaches in the past concern-
ing general object recognition. One is a method based on image
segmentation. This is a technique for automatic annotation to the
segmented image area, word-image-translation model by Barnard
[1, 2, 3]. However, when the image has occlusion and the image
segmentation fails, it becomes difficult for this technique to work
correctly.

On the other hand, to solve this problem, a method based on the
local pattern is proposed. This is a technique for collating the image
by combining local features of the image. The technique for charac-
terizing the entire image is often used for the appearance frequency
histogram of the localizing features (known as Bag of Features, as
shown in Fig. 2 [4]). However, there is a problem with this approach
because the location information and the relationships between key-
points are lost.
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Fig. 2. Bag of Features

To deal with this problem, we propose a method in this paper to
connect keypoints with lines, as shown in Fig. 3, and to express the
sets of the local features as a graph. Moreover, we propose a tech-
nique with high recognition performance that integrates the object
structure and the local features by embedding the graph into a vec-
tor space using the graph edit distance (GED). Thus, the objects are
expressed by a simple vector of the statistical work, and trained and
classified by Support Vector Machine (SVM). The results of our ob-
ject recognition experiments show the effectiveness of our method.

Fig. 3. Graph construction

This paper is organized as follows. In Sections 2, 3, 4, and 5, the
proposed method is described. In Section 6, the performance of the
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Fig. 4. System overview

proposed method is evaluated for a 10-class image dataset. Section
7 provides a summary and discusses future work.

2. OVERVIEW OF THE PROPOSED METHOD

Fig. 4 shows the system overview. First, the SIFT keypoints and
features [5] of all images are extracted. The extracted keypoints are
connected and a graph of each image is constructed. The graphs con-
structed from the training images are called training graphs and those
of the test images test graphs. Next, n prototype graphs are selected
from the training graphs, and GED is calculated n times between the
prototype graphs and each graph (training graphs and test graphs).
Thus, the graphs are embedded into an n-dimensional vector space.
The classifier is trained by this n-dimensional vectors of the training
images. Finally, the test data is classified by the trained classifier
and the recognition result is output. In the following sections, each
process in the proposed method is described in detail.

3. GRAPH STRUCTURAL EXPRESSION

In this paper, we use the notation and structural representation of the
graph proposed in [6]. In the formalization, the graph is noted as
G = (V,E,X) where E represents the set of edges, V is the set of
vertices andX the set of their associated unary measurements (in our
case, a SIFT descriptor). The node is a keypoint detected by SIFT,
and the associated unary measurements represent the 128-dimension
SIFT descriptor of the corresponding keypoints. The edge eαβ ∈ E
connects two nodes uα ∈ V and uβ ∈ V . Hence, prototype graphs
Gp and other graphs (called scene graph Gs) are distinguished.

3.1. Proximity Graph

It is a complete graph if all the keypoints extracted from the im-
age are connected mutually by the edges. However, it is not usually
suitable for the calculation. Additionally, because the relationships
between keypoints over a long distance are weak, it is preferable
to connect them only within their ”neighborhood.” Thus, we simply
define the proximity graph as a graph in which distant keypoints are
not connected. Formally, we restrain the set of edges to:

E =

{
eij

∣∣∣∣ ∀i, j ‖pi − pj‖√
σiσj

< χ

}
(1)

where p = (px, py) denotes a keypoint position, σ its scale, and χ
is a constant. By this definition, the larger scale keypoints connect to
the more distant keypoints. The edge is not drawn in case where the
value is longer than constant χ. Because an extra edge is not drawn
by this constraint, the constructed proximity graph reduces the com-
putation load considerably, and improves the detection performance
at the same time. Both the prototype graphs and the scene graphs are
constructed as proximity graphs.

3.2. Pseudo-Hierarchical Graph

In general, when the scale is large, the SIFT features show high reli-
ability. Therefore, the proximity graph is divided into the hierarchy
by the size of the scale of the keypoints. This is defined as a pseudo-
hierarchical graph. The improvement in recognition and computa-
tion performance is achieved by starting the graph matching from a
hierarchical level that has high reliability, and going down the hier-
archy gradually. We decompose the graph into a set of subgraphs
{Gl}Ll=1 based on the scale of the keypoints. For each level l, only
the features whose scale is superior to a threshold sl are retained.

sl = σmin

(
σmax − σmin

σmin

) L−l
L−1

(2)

where σmax and σmin are the maximum and minimum scale of
the keypoints in each graph. Fig. 5 shows an example of subgraph
{Gl}3l=1 divided into three hierarchical levels.

1(a) G 2(b) G GG =3(c)

Fig. 5. Pseudo-Hierarchical Graph
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4. GRAPH EDIT DISTANCE

The process of evaluating the structural similarity of two graphs is
generally referred to as graph matching. This issue has been ad-
dressed by a large number of studies [7]. We use the graph edit
distance [8, 9], one of the most widely used methods, to compute the
difference between two graphs [10, 11, 12]. A pseudo-hierarchical
graph is employed in order to improve the computational complexity
of graph edit distance.

The basic idea of the graph edit distance is to define the differ-
ence of two graphs as the minimum amount of edit operations re-
quired to transform one graph into the other. Namely, it is computed
using the number of edit operations composed of insertion, deletion,
and substitution of nodes and edges. Two Graphs G1 and G2 have
the edit path h(G1, G2) = (ed1, ...., edk) (each edi indicates the edit
operation) to convertG1 intoG2 using specific editing. Fig. 6 shows
the example of an edit path between two graphs G1 and G2. Each
edit cost c is defined as the amount of the distortion in the trans-
formation. The graph edit distance between graphs G1 and G2 is
computed as

d(G1, G2) = min
(ed1,...,edk)∈h(G1,G2)

k∑
i=1

c(edi) (3)

where, c(ed) denotes the penalty cost of the edit operation ed.

1G 2G
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Fig. 6. An edit path between two graphs G1 and G2

5. GRAPH EMBEDDING IN VECTOR SPACES

The embedding method used in this paper follows the proce-
dure proposed by [13]. This technique is used for the compu-
tation of the median graph etc., and the effectiveness is shown
in [14, 15]. The approach is described as follows, and the out-
line is shown in Fig. 7. We prepare a set of the training graphs
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Fig. 7. Graph embedding in vector spaces

T = {G1, G2, ..., Gn} , and compute the graph edit distance

d(Gi, Gj) (i, j = 1, ..., n;G1, G2 ∈ T ). First, the set of them pro-
totype graphs P = {Gp

1, G
p
2, ..., G

p
m} is selected from T (m ≤ n).

Next, the graph edit distance between scene graphGs and prototype
graphsGp ∈ P is calculated. As a result, them graph edit distances
d1, ..., dm(dk = d(Gs, Gp

k)) to the scene graph are obtained and as-
sumed to form the m dimensional vector D. Thus, all scene graphs
Gs can be embedded into the m dimensional vector space by using
prototype graph set P . It can be described as follows:

ψ : Gs −→ Rm (4)

ψ −→ (d(Gs, Gp
1), d(G

s, Gp
2), ..., d(G

s, Gp
m)) (5)

where, d(Gs, Gp
i ) is a graph edit distance. In this paper, as a set of

the prototype graphs P , a set of the training graphs T is employed.

6. EXPERIMENTAL EVALUATION

6.1. Experimental Conditions

We used the Caltech-101 Database1 for the experiment. It is com-
posed of 101 classes, used for generic object recognition. We se-
lected 10 object classes from among these 101 classes, and carried
out comparative experiments between the proposed method and con-
ventional methods (BoF). The examples of images used in the exper-
iment are shown in Fig. 8. The training images were 30 images ran-
domly selected from each class and the remaining images were used
as the test images. In total, 300 training images and 541 test images
were used for the 10 classes. The threshold χ, hierarchical level L of
pseudo-hierarchical graphs, and edit cost c of the graph edit distance
were used as the best value in the experiment. Because the number
of training images was 300, all the images were embedded into the
300 dimension vector spaces. On the other hand, the Codebook size
of the BoF method was 1000, the best value in the experiment. We
used as the classifiers k-NearestNeighbor algorithm (k = 10) and
multi-class SVM (linear and radial basis function (RBF)) to classify
the vector formed by each method.

Fig. 8. Caltech-101 dataset

6.2. Experimental Results and Discussion

Fig. 9 and Fig. 10 show the recognition results for all classes and
each class. From Fig. 9, it can be confirmed that the proposed
method improved the accuracy. The recognition rate has improved

1http://www.vision.caltech.edu/Image Datasets/Caltech101/
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Fig. 10. Recognition result of each class (SVM(RBF))

with SVM (RBF) by 13.38% , SVM(linear) by 14.08%, and k-NN
by 8.02% compared to the conventional method BoF.
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Fig. 9. Recognition result

In Fig. 10, the recognition result of each class shows that the pro-
posed method provided stabler performance than the conventional
method. This is because the conventional method uses only SIFT
features, so it is strongly influenced by the accuracy of these fea-
tures. In contrast, the proposed method can represents the shape and
structure of the object using the graph.

7. CONCLUSION

In this paper, we proposed a new method to recognize generic ob-
jects by incorporating graph structural expression by embedding a
graph into the vector spaces. By employing the graph structure of the
object, the class recognition became robust to the SIFT features vari-
ance. As a result, the recognition accuracy was improved by 14.08%
(SVM(linear)). In the future, we will study the selection method of
more effective prototype graphs and the method of reducing calcu-
lation cost for graph edit distance. Moreover, we are planning to
extend this proposed method to three-dimensional graphs and gen-
eral object recognition using three-dimensional information.
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