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ABSTRACT

We propose a new active learning algorithm to address the

problem of selecting a limited subset of utterances for tran-

scribing from a large amount of unlabeled utterances so that

the accuracy of the automatic speech recognition system can

be maximized. Our algorithm differentiates itself from ear-

lier work in that it uses a criterion that maximizes the lattice

entropy reduction over the whole dataset. We introduce our

criterion, show how it can be simplified and approximated,

and describe the detailed algorithm to optimize the criterion.

We demonstrate the effectiveness of our new algorithm with

directory assistance data collected under the real usage sce-

narios and show that our new algorithm consistently outper-

forms the confidence based approach by a significant margin.

Using the algorithm cuts the number of utterances needed for

transcribing by 50% to achieve the same recognition accu-

racy obtained using the confidence-based approach, and by

60% compared to the random sampling approach.

Index Terms— Active learning, acoustic model, entropy,

confidence, lattice

1. INTRODUCTION

With the increased deployment of interactive voice response

(IVR) systems (e.g., voice search applications[1]) collecting

a large amount of unlabeled speech data becomes as easy as

logging the interaction in a database. Transcribing these data

for supervised training, however, is usually costly. For exam-

ple, it may take a transcriber one month to transcribe one day

of speech data. Optimally determining the subset for tran-

scribing is thus very important to further improve the perfor-

mance of the deployed systems.

This data selection problem is often casted as an active

learning problem, where a question is actively asked so that

some criterion can be optimized when the answer to the ques-

tion becomes known. Specific to the data selection problem

∗This work was carried out during the internship program at Microsoft

research.

we tackle in this paper, we want to determine which subset of

k utterances {xi1 , xi2 , . . . , xik
} should be selected from a to-

tal of n utterances {x1, x2, . . . , xn} so that we may maximize

the recognition accuracy with the retrained acoustic model

(AM) on the unseen test set when the transcriptions of the

selected utterances become known.

Active learning has been studied for decades and many

approaches have been proposed. The approaches that have

been successfully used in spoken dialog systems [2] and au-

tomatic speech recognition (ASR) systems [3] [4] can be clas-

sified into three categories: confidence-based approach [3]

[4], query-by-committee approach [5], and error-rate reduc-

tion approach [2]. In the confidence-based approach, utter-

ances with the least confidence are selected for transcribing.

In the query-by-committee approach, utterances that cause

biggest different opinions from a set of recognizers (commit-

tee) are selected, and in the error-rate reduction approach, the

utterances that can minimize the expected error rate most are

selected.

In this paper we propose a new and improved active learn-

ing algorithm for speech recognition. The algorithm falls into

the category of confidence-based approaches. However, dif-

ferent from the existing confidence-based approaches, our

algorithm, which is named as global entropy reduction maxi-

mization (GERM) algorithm, uses a criterion that maximizes

the lattice entropy reduction over the whole dataset. More

specifically, the GERM algorithm measures the Kullback–

Leibler divergence (KLD) between lattices generated by

decoding the unlabeled utterances, estimates the expected

entropy reduction over the whole dataset for each given ut-

terance, and selects the utterances that can cause the highest

entropy reduction over the whole dataset for transcribing.

Furthermore, the transcribed utterances can be weighted ac-

cording to the number of similar utterances in the whole

dataset to achieve better performance. We evaluated our

algorithm using the directory assistance [1] data collected

under the real usage scenarios. Our experiments show that

the GERM algorithm outperforms the traditional confidence-

based approach by a significant margin over all settings and
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can cut the number of utterances needed for transcribing by

50% to achieve the same recognition accuracy obtained using

the earlier confidence-based approach, and by 60% compared

with the random sampling approach.

The rest of the paper is organized as follows. In Section

2 we discuss the limitations of the existing confidence-based

approaches and introduce the new criterion used in our al-

gorithm. In Section 3 we describe the GERM algorithm in

detail, with the focus on the simplifications and approxima-

tions used. We present our experimental results in Section 4

and conclude the paper in Section 5.

2. THE GERM CRITERION

As has been pointed out in Section 1, the existing confidence-

based approaches select the utterances that are least confident

for transcribing. They are based on the heuristics that tran-

scribing the least confident ones can provide the most infor-

mation to the system.

While selecting the least confident utterances seems to be

reasonable at the first glance, limitations can be observed un-

der careful examination esp. when applied to the spontaneous

speech utterances recorded under real usage environments.

For example, we have observed a large collection of noise and

garbage utterances in the directory assistance dataset. These

utterances typically have low confidence scores and will be

selected for transcribing by the confidence-based approach.

However, transcribing these utterances is usually difficult and

carries little value in improving the ASR performance.

The above limitation of the existing confidence-based ap-

proaches comes from the fact that the information from a

selected utterance may not be useful to improve the perfor-

mance of other utterances. Consider two speech utterances A

and B. A has a slightly lower confidence score than B has.

However if A is observed only once and B occurs frequently

in the dataset transcribing B would correct a larger fraction of

errors in the test data than transcribing A and thus has higher

probability to improve the performance of the whole system.

A reasonable choice is thus to transcribe B instead of A as will

be selected by the confidence-based approaches. This exam-

ple brings up the notion that we should select the utterances

that can achieve most for the whole dataset and this is the core

idea of our new algorithm.

Using a global criterion has been explored by Kuo and

Goel [2] for the dialog system upon the error-rate reduction

approaches. The GERM algorithm proposed in this paper dif-

fers from their approach in that we use a different criterion

that would maximize the expected lattice entropy reduction

over all the unlabeled data from which we wish to select. Op-

timizing the entropy is more robust than optimizing the top

choice since it considers all possible outputs weighted with

probabilities. In addition, ASR is a sequential recognition

problem where we need to consider the segments in the lat-

tices or recognition results when estimating the gains and thus

is a much more difficult scenario than the static classification

problem Kuo and Goel focused on.

Now let us define our active learning criterion formally.

Let X1, X2, . . . , Xn be the n candidate speech utterances.

We wish to choose a subset Xi1 , Xi2 , . . . , Xik
from these n

utterances for transcribing such that the expected reduction

of entropy in the lattices L1, L2, . . . , Ln between the original

AM Θ and the new model Θs over the whole dataset

E[ΔH(L1, . . . , Ln|Xi1 , . . . , Xik
)] = (1)

E[H(L1, . . . , Ln|Θ) − H(L1, . . . , Ln|Θs)] = (2)

E[H(L1, . . . , Ln|Θ)] − E[H(L1, . . . , Ln|Θs)] = (3)

H(L1, . . . , Ln|Θ) − E[H(L1, . . . , Ln|Θs)] (4)

is maximized. Note that the true transcription Tik
of the utter-

ance Xik
is unknown when we select the utterances and that

is the reason we optimize the expected (averaged) value of

the entropy reduction over all possible transcriptions. Since

H(L1, . . . , Ln|Θ) is a fixed value, maximizing (4) is equiva-

lent to minimizing the expected entropy under the new model

E[H(L1, . . . , Ln|Θs)] (5)

Note that this optimization problem is NP-hard since the

inclusion of one utterance would affect the selection of an-

other. For example, once an utterance is chosen, the need

for selecting utterances that are similar to the chosen one is

changed significantly. We approximate the solution to this

optimization problem with a greedy algorithm with which we

select a single utterance that maximizes the expected entropy

reduction over the whole dataset. We then adjust the entropies

for all similar utterances and determine the next utterance that

gives us the highest gain, and so on.

3. ALGORITHM DESCRIPTION

3.1. Simplifications

The key formula to evaluate in our approach is the expected

entropy reduction (4) when an utterance Xi is selected for

transcribing, which we will approximate using a distance

based approach using the following two assumptions.

First, we assume that the expected entropy reduction on

Li is proportional to its original entropy, or

E[ΔH(Li|Xi)] ∼= αH(Li|θ), (6)

where α is a parameter related to the training algorithm used

and the number of transcribed utterances in the initial training

set and may be estimated from the training set.

Second, we assume that the impact of utterance Xi on

utterance Xj is a function of the distance d(Xi, Xj) between

utterances Xi and Xj . In the extreme case, if the utterance Xi

and its transcription Ti is given and the transcription Ti does

not contain any phone that is present in lattice Lj , the AM of
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any of the phones in the lattice Lj will not be updated. This

implies that the acoustic scores and hence the probabilities of

all the paths in the lattice Lj will remain the same, or

E[ΔH(Lj |Xi)] = 0. (7)

In a more general case, we approximate the expected entropy

reduction over Lj with Xi selected for transcribing as

E[ΔH(Lj |Xi)] ∼= αH(Lj |Θ)e−βd(Xi,Xj) (8)

where α and β can be estimated from the initial transcribed

training set, d(Xi, Xj) = 0 if two utterances are the same

and d(Xi, Xj) = ∞ if two utterances do not have com-

mon phones in the lattices. This distance d(Xi, Xj) can

be estimated in several ways including the dynamic time

warping (DTW) distance between the utterances Xi and Xj .

In this paper we have used the KLD between two lattices

of Li and Lj as the distance. For example if lattices Li

and Lj both confuse between words star, stark and start

with probabilities Pi(star) = 0.4 , Pi(stark) = 0.2,

Pi(start) = 0.2 and Pj(star) = 0.3 , Pj(stark) =
0.3, Pj(start) = 0.4 . The initial entropy of lattice Lj

is 0.473 nats. The distance between two lattices is esti-

mated as d(Xi, Xj) = KLD(0.3, 0.3, 0.4; 0.4, 0.2, 0.2) ≈
0.1375. The estimated entropy of the utterance Xj reduces to

H(Lj |Xi) = 0.473(1 − e−0.1375) ∼= 0.06 if the utterance Xi

is selected for transcribing when α and β are set to 1.

Given (8), the expected entropy reduction over the whole

dataset can be approximated as

E[ΔH(L1, . . . , Ln|Xi)] ∼= (9)
n∑

j=1

E[ΔH(Lj |Xi)] ∼= (10)

α

n∑

j=1

H(Lj |Θ)e−βd(Xi,Xj) (11)

where we have assumed that the utterances are independently

drawn. Our objective now becomes to choose an utterance Xi

maximizing (11) at each step, update the expected entropies

after the Xi is chosen, and then select the next best utterance

based on (11) with the updated entropies.

3.2. Procedure

Our algorithm can be summarized in the following steps:

• Step 1: For each of the n candidate utterances, compute

the entropy H1, H2, . . . , Hn from the lattice. If Qi is

the set of all paths in the lattice of the ith utterance, the

entropy can be computed as

Hi = −
∑

q∈Qi

pq log(pq) (12)

This can be computed efficiently by doing a single

backward pass. The entropy of the lattice is the entropy

H(S) of the start-node S. If P (u, v) is the probability

of going from node u to node v, the entropy of each

node can be written as

H(u) =
∑

v:P (u,v)>0

P (u, v) (H(v) − log(P (u, v)))

(13)

This simplifies the computation of entropy greatly

where there are millions of paths and the computation

is in O(V ) where V is the number of vertices in the

graph.

• Step 2: If H1, H2, . . . , Hn are the entropy values for

each of the n utterances, for each utterance Xi where

1 ≤ i ≤ n, we compute the expected entropy reduc-

tion ΔHi that this utterance will cause on all the other

utterances using (11), i.e.,

E[ΔHi] ∼= α
n∑

j=1

Hje
−βd(Xi,Xj). (14)

• Step 3: Choose the utterance Xî which has not been

chosen before and has the highest value of ΔHi among

all the utterances.

• Step 4: Update the values of the entropy after choosing

Xî using

Ht+1
i

∼= Ht
i

(
1 − αe−βd(Xi,Xî)

)
. (15)

Note that only the utterances that are close to Xî need

to be updated.

• Step 5: Goto step 6 if k utterances has been chosen,

otherwise goto Step 1.

• Step 6: (optional) The accuracy can be further im-

proved if each selected utterance is weighted, for ex-

ample by counting the utterances that are very close

to it with the distance we have already defined. A

heuristic we have used is to use

wi ∝
∑

j∈R(i)

e−βd(Xi,Xj), (16)

where j ∈ R(i) if and only if j is not selected for tran-

scribing and is closer to Xi than to all other utterances

selected.

4. EXPERIMENTAL RESULTS

We have evaluated our algorithm using the directory assis-

tance data, which are spontaneous speech collected under var-

ious background noises and channel distortions. The vocabu-

lary size is 100K. The 39-dimentional features used in the ex-

periments were converted with HLDA from a 52-dimensional
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feature concatenated with 13-dimention MFCC, its first, sec-

ond, and third derivatives. In the results reported in Fig-

ure 1, the initial AM was trained with maximum likelihood

(ML) using around 4000 utterances, the candidate set consists

of around 10000 utterances, and the test set contains around

10000 utterances. We have tested with other settings with

more data and got the similar improvements.

The initial model was used to generate the lattices for the

candidate utterances. We then selected 1%, 2%, 5%, 10%,

20%, 40%, 60%, and 80% of the candidate utterances using

the active learning algorithms, combined them with the initial

training set, and retrained the model with ML criterion. Two

baselines were used in the experiments: the random sampling

approach and the confidence-based approach. The random

sampling approach selects the top k utterances randomly. We

ran the random sampling 10 times and report the mean of the

10 runs. The standard deviation of the 10 runs is between 0.01

We have evaluated the GERM algorithm proposed in this

paper both with and without the weighing. We didnt tune the

α and β in these experiments and simply set them to 1. Figure

1 compares the GERM algorithm with the random sampling

approach and confidence-based approach. From Figure 1,

we can see that the GERM algorithm with weighting slightly

outperforms the approach without the weighting, and both

outperform the confidence-base approach with a significant

margin consistently. For the same amount of data selected

for transcribing, our approaches outperform the confidence-

based approach by maximum of 2.3% relatively. To achieve

the same accuracy, our approaches can cut the number of

utterances needed for transcribing by 50% compared to the

confidence-based approach and by 60% compared to the ran-

dom sampling approach. All these improvements are statisti-

cally significant at significance level of 1%.

To better understand the algorithm, we have manually

checked the utterances selected by the confidence-based ap-

proach and the GERM algorithm. We have observed that if

only 1% of utterances are to be selected, most utterances se-

lected by the confidence-base approach are noise and garbage

utterances that have extremely low confidence but have lit-

tle value to improve the performance of the overall system,

while only a few such utterances are selected by the GERM

algorithm. This observation further confirmed the superiority

of the GERM algorithm.

5. SUMMARY AND CONCLUSIONS

We have described a new active learning algorithm for im-

proving acoustic models. The core idea of our algorithm is

to select the utterances that have the highest impact in reduc-

ing the uncertainties for the whole dataset. We showed the

simplifications and approximations made to make the prob-

lem tractable. The effectiveness of our algorithm was demon-

strated using the directory assistance data recorded under the

real usage scenarios. The experiments indicated that our algo-

Fig. 1. Compare speech recognition accuracies among differ-

ent approaches

rithm can cut the number of utterances by 50% to achieve the

same accuracy obtained with the confidence based approach,

and by 60% compared with the random sampling approach.
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