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ABSTRACT

Discriminative reranking has been able to significantly im-
prove parsing performance, and co-training has proven to be
an effective weakly supervised learning algorithm to boot-
strap parsers from a small in-domain seed labeled corpus us-
ing a large amount of unlabeled in-domain data. In this pa-
per, we present systematic investigations on combining dis-
criminative reranking and co-training, including co-training
reranked parsers and co-training rerankers. We show that
combining discriminative reranking and co-training could im-
prove the F-measure by 1.8%-2% absolute compared to co-
training two state-of-the-art Chinese parsers without rerank-
ing, for parsing Mandarin broadcast news and conversation
transcripts.

Index Terms— parsing, Mandarin speech, discriminative
re-ranking, co-training, conversational speech

1. INTRODUCTION
Parsing aims at resolving structural ambiguity. State-of-the-
art statistical parsers require treebanks to estimate their pa-
rameters, but their performance degrades when there is mis-
match on genres/domains between the training treebank and
the data to parse. Furthermore, creating high-quality in-
genre/in-domain treebank for the data to parse is expensive
and difficult. However, under the Defense Advanced Re-
search Projects Agency (DARPA) Global Autonomous Lan-
guage Exploitation (GALE) program1, there are new genres
besides newswire text, namely, broadcast news (BN), broad-
cast conversation (BC), newsgroup (NG), and web log (WB).
Generating high-quality parse trees for Chinese data in these
genres can be useful for various tasks within GALE, in-
cluding syntax-guided translation and reordering models for
Chinese-to-English machine translation (MT), name entity
detection, and structured language modeling for automatic
speech recognition (ASR) on Mandarin BN and BC audio.
In our previous research [1], we employed the weakly su-
pervised co-training technique on two state-of-the-art parsers,
Charniak’s parser and the Berkeley parser, to bootstrap them
from a newswire Chinese treebank and a small amount of BN

1The goal of the GALE program is to develop computer software tech-
niques to analyze, interpret, and distill information from speech and text in
multiple languages.

and BC seed annotated treebank with a large amount of unla-
beled BN and BC transcripts, in order to achieve high parsing
accuracy on Mandarin BN and BC transcripts. By employing
co-training, we obtained 2.2% to 2.6% absolute improvement
on F-measure 2 for parsing BN and BC transcripts. On the
other hand, discriminative reranking for parsers [2, 3] has pro-
duced significant improvement on parsing accuracy. In this
paper, we explore the effectiveness of combining discrimi-
native reranking and co-training to further improve parsing
performance on Mandarin BN and BC transcripts. Section 2
describes discriminative reranking. Section 3 describes the
co-training algorithm. Section 4 proposes two approaches
to combine discriminative reranking and co-training. Sec-
tion 5 describes the available treebanks, the small seed anno-
tated corpora, and the large unlabeled corpora for co-training.
Experimental results, discussions, and conclusions appear in
Section 6.

2. DISCRIMINATIVE RE-RANKING
We first describe our use of the RankBoost-based discrimi-
native reranking approach that was originally developed by
Collins and Koo [2] for parsing. This approach allows us
to investigate the impact of various features on Mandarin
parsing performance. The reranking algorithm takes as in-
put a list of candidates produced by a Chinese parser and
reranks these candidates based on a set of features. For train-
ing the reranker for the parsing task, there are n sentences
fsi � i � �� � � � � ng, each with ni candidates fxi�j � j �
�� � � � � nig along with the log-probability L�xi�j� produced
by the parser. Each parsing candidate xi�j in the training
data has a score Score�xi�j� that measures the similarity be-
tween the candidate and the gold reference. For parsing, we
use parse accuracy as the similarity measure. Without loss
of generality, we assume that xi�� has the highest score, i.e.,
Score�xi��� � Score�xi�j� for j � �� � � � � ni. A set of
indicator functions fhk � k � �� � � � �mg is used to ex-
tract binary features fhk�xi�j� � k � �� � � � �mg on each
example xi�j . Each indicator function hk is associated with

2F-measure is based on labeled Precision (LP) and labeled Recall (LR).
LP is the number of correct constituents divided by the number of con-
stituents found by the parser, and LR is the number of correct constituents
divided by the number of constituents in the gold parse. F-measure is defined
as F� � �PR
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a weight parameter �k that is real valued. In addition, a
weight parameter �� is associated with the log-probability
L�xi�j�. The ranking function of candidates xi�j is defined
as ��L�xi�j� �

Pm

k�� �khk�xi�j�. The objective of the train-
ing process is to set the parameters �� � f��� ��� � � � � �mg to
minimize the loss functionLoss���� (which is an upper bound
on the training error) as Loss���� �

P
i

Pni

j�� Si�je
�Mi�j����,

where Si�j is the weight function that gives the importance of
each example, andMi�j���� is the margin [2]. All the �i’s are
initially set to zero. Then a greedy sequential optimization
method is used in each boosting round to select the feature
that has the most impact on reducing the loss function and
then update its weight parameter accordingly.
Collins’ method allows multiple updates to the weight of

a feature. Huang et al. [4] found that for those strong features,
Collins’ weight update formula can increase their weight (in
absolute value) in only one direction. Although these features
are strong and useful, setting weights too large can be harm-
ful in that it limits the use of other features for reducing the
loss. Based on this analysis, Huang et al. [4] have developed
an update-oncemethod, in which the weight update is limited
so that once a feature is selected in a certain iteration and its
weight parameter is updated, no update will be conducted on
it again. In this way, the weights of the strong features will
not be allowed to prevent other features from being consid-
ered during the training procedure. Huang et al. observed
that the update-once method could select significantly more
features compared to Collins’ original method and produce
better reranking performance. In this paper, we employed this
update-once strategy for updating feature weights.
For the work described in this paper, we employed the

features described in [2]. Note that before generating these
features, we applied headword percolation on the trees output
by parsers [2]. Features include rules (all context-free rules
in the tree), bigrams (adjacent pairs of non-terminals to the
left and right of the head), grandparent rules (same as rules,
but also including the non-terminal above the rule), head-
modifiers (all head-modifier pairs, also including the grand-
parent non-terminal), and PPs (lexical trigrams involving the
heads of arguments of prepositional phrases) etc. More de-
tails appear in [2].

3. CO-TRAINING
Co-training was first introduced by Blum and Mitchell [5]
as a weakly supervised learning method and can be used for
bootstrapping a model from a seed corpus of labeled exam-
ples, which is typically quite small, augmented with a much
larger amount of unlabeled examples, by exploiting redun-
dancy among multiple statistical models that generate differ-
ent views of the data. Informally, co-training can be described
as picking multiple classifiers (“views”) of a classification
problem, building models for each view and training these
models on a small set of labeled data, then on a large set of
unlabeled data, sampling a subset, labeling them using the
models, selecting examples from the labeled results, adding

them to the training pool, and iterating this procedure until
the unlabeled set is all labeled.
In [1], we systematically investigated applying weakly su-

pervised co-training approaches to improve parsing perfor-
mance for parsing Mandarin BN and BC transcripts, by itera-
tively retraining two competitive Chinese parsers, Charniak’s
reranking parser [3] and the Berkeley parser [6], from a small
set of treebanked data and a large set of unlabeled data. Com-
pared to parsers trained only on the small in-domain seed la-
beled corpus, the parsers resulting from co-training could gain
6.8% absolute on BN and 7.3% absolute on BC based on the
F-measure. Overall, compared to parsers trained on all avail-
able treebank data including in-domain and out-of-domain
treebanks, co-training yields a 2.2% – 2.6% absolute gain on
BN and 2.4% – 2.5% absolute gain on BC based on the F-
measure (and 1.5% – 1.9% absolute gain on BN and 1.7% –
2.0% absolute gain on BC over self-training [1]). In this pa-
per, we investigate the combination of discriminative rerank-
ing and co-training on Charniak’s maximum-entropy inspired
parser [7] (i.e., the parser without reranking compared to the
parser in [3]) and the Berkeley parser (also originally without
reranking). For co-training parsers, we employed the max-
t-min-s example selection approach developed in [1], as it is
computationally inexpensive and also produced the best per-
formance.
4. COMBINING RERANKING AND CO-TRAINING
Both Charniak and Berkeley parsers support generating N-
best parses for reranking purposes. In fact, Charniak and
Johnson have implemented a discriminative reranker using a
MaxEnt estimator to find the feature weights and when us-
ing the reranker to rerank 50-best parses from Charniak’s ME
inspired parser, it improved F-measure by 1.3% absolute on
sentences of length less than 100 words in Wall Street Journal
Penn Treebank section 23 [3]. In this work, we adopted this
reranker for Charniak’s parser, implemented the RankBoost-
based reranking algorithm described in Section 2 to rerank
50-best from the Berkeley parser, and then investigated two
ways to combine reranking and co-training. The direct combi-
nation approach is for each iteration of co-training, instead of
generating 1-best parse directly from the no-reranking, stan-
dard Charniak and Berkeley parsers, 50-best parses are gen-
erated from each parser and then reordered by their corre-
sponding rerankers, respectively. Then the 1-best parses af-
ter reranking for the unlabeled data are selected and added
to the training pool of the parsers. In this paper this ap-
proach is denoted co-training reranked parsers. Note that
for this approach the features and feature weight parameters
for rerankers remain the same during the co-training proce-
dure.
Different from the original binary classification problems

on which co-training was developed, parsing contains a num-
ber of smaller decisions about which constituents are prob-
able, and inherently each parser includes good and bad de-
cisions on how to create/attach different constituents. On
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the other hand, reranking is closer to binary classification
than parsing, as it tries to decide whether or not a parse
hypothesis is the best parse for the sentence, so it is ex-
plicit to maximize agreement between rerankers, as the prin-
cipled agreement-based example selection approach could be
applied here, which could guarantee co-training to improve
parsing accuracy. Hence, we hypothesize that co-training
rerankers could better fit the co-training algorithm. For effec-
tiveness, rerankers can consider features that span the entire
tree of a parse (while parsers generally consider only local
features). For efficiency, co-training rerankers requests unla-
beled data to be parsed just once, compared to multiple pars-
ing iterations for co-training reranked parsers. The output will
be reranked many times but this is much more efficient than
training and running parsers. Hence, in this work, we also
investigated co-training our RankBoost-based reranker with
Charniak’s and Johnson’s MaxEnt reranker and applied the
co-trained rerankers to the two standard parsers. This second
approach is denoted co-training rerankers.

5. DATA
For selecting parsers and also contributing to training parsers,
we used Chinese Treebank 5.2 released by LDC (denoted
as CTB). Chinese Treebank 5.2 contains 500K words, 800K
characters, 18K sentences, and 900 data files. Under the
GALE program, the BN genre follows its tradition and con-
sists of “talking head” style broadcasts, i.e., generally one per-
son reading a news script. The BC genre, by contrast, is more
conversational and spontaneous, consisting of talk shows, in-
terviews, call-in programs, and roundtables. The evaluation
of co-training for parsing Mandarin BN and BC transcripts
is conducted on the GALE OntoNotes released Mandarin BN
and BC treebanks. The BN treebank is from the Mandarin
TDT4 collection, and the BC treebank is from GALE Man-
darin BC data and translations from English BC data. The
Mandarin BN treebank includes 300K words and 814 data
files, and the BC treebank 100K words and 16 data files.
To create a seed corpus and a test set for evaluating pars-
ing accuracy, for BN and BC respectively, we divided the
whole BN/BC treebank into blocks of 10 files by sorted or-
der. Within each block, the first file is used for co-training
development, the second for testing parsing accuracy, and
the remaining 8 files are used as part of the seed annotated
corpus for co-training. The resulting BN test set is denoted
BN-test and the seed annotated corpus BN-seed. The BC
test set is denoted BC-test and the BC seed annotated cor-
pus BC-seed. BN-test includes 31K words and 1,565 sen-
tences. BC-test includes 11K words and 1,482 sentences. The
large set of unlabeled data for BN parsing includesHub4 1997
Mandarin BN acoustic transcripts, LDC Chinese TDTf2,3,4g
corpora, Chinese Gigaword 3.0, and all GALE released BN
audio transcripts, denoted BN-unlabeled. For BC parsing,
we add all GALE released BC audio transcripts denoted BC-
unlabeled. After word segmentation, BN-unlabeled com-
prises around 1.4 billion words while BC-unlabeled around

11 million words.
6. EXPERIMENTAL RESULTS AND DISCUSSIONS
Table 1 shows the parsing accuracy F-measure (%) on BN-
test under various parser training conditions on Charniak’s
parser and the Berkeley parser without reranking. As can
be seen from the table, training Charniak’s parser and the
Berkeley parser using only the small training set of BN tree-
bank, i.e., BN-seed, resulted in relatively poor parsing perfor-
mance, at 75.1% F1 for Charniak’s parser and 75.2% for the
Berkeley parser. Using the larger full CTB corpus for training
improves parsing performance significantly and adding BN-
seed to CTB brought additional gain. However, co-training
using CTB plus BN-seed as the initial training pool signif-
icantly improved the performance of the two parsers over
directly training on CTB plus BN-seed, with 1.9% absolute
and 2.1% absolute improvement on F-measure for Charni-
ak’s parser and the Berkeley parser, respectively. For co-
training carried out in these experiments, we used cache size
as 10K sentences. Table 2 shows the F-measure from the
two no-reranking parsers on BC-test under various training
conditions. The condition BN-co-trained denotes the BN-
seed treebank and the final annotated BN-unlabeled data after
applying max-t-min-s co-training to the two parsers initial-
ized on the BN-seed treebank. BN-co-trained significantly
outperforms CTB, indicating greater similarity between the
two speech genres compared to CTB vs. BC. Using CTB
and BN-seed to initialize the two parsers and then co-training
on the BN-unlabeled data achieved further gain on parsing
performance, denoted by (CTB+BN)-co-trained. Consistent
with Table 1, it is always helpful to add the small in-genre
seed treebank into training, as (CTB+BN)-co-trained+BC-
seed outperforms (CTB+BN)-co-trained. Co-training on
BC-unlabeled also produced consistent improvement on F-
measures. Overall, we gained 2.5% absolute on F-measure
on BC-test over the two parsers from co-training. Using the
same BC-unlabeled data for co-training, we also compared
initializing the two parsers with the condition of CTB only
and the condition of adding the small BN-seed and BC-seed
corpora, and observed that adding this small in-genre seed
corpus always outperforms initializing with CTB only, by 1%
on BN and 1.4% on BC.
The results from the two approaches of combining dis-

criminative reranking and co-training, as proposed in Section
4, are shown in Tables 3 and 4. The results of co-training
standard parsers are the last rows in Tables 1 and 2. When
co-training reranked parsers, the rerankers were trained on
CTB+BN-seed for BN and CTB+BN-seed+BC-seed for BC
and remained the same during co-training. When co-training
rerankers, the rerankers were initialized on CTB+BN-seed
for BN and CTB+BN-seed+BC-seed for BC and updated
during co-training. For both combination approaches, co-
training explored BN-unlabeled for BN and BC-unlabeled
for BC as unlabeled data, respectively. As can be seen,
co-training reranked parsers (using the max-t-min-s exam-
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Table 1. Overall parsing accuracy F-measure (%) on the Mandarin
BN treebank test set, BN-test, after applying co-training using Char-
niak’s maximum-entropy inspired parser and the Berkeley parser,
both without reranking.
Training Condition F-measure (%)

Charniak Berkeley
1. BN-seed 75.1 75.2
2. CTB 79.1 79.1
3. CTB+BN-seed 80.4 80.5
4. co-training initialized 82.3 82.6
as Condition 3, max-t-min-s

Table 2. Overall parsing accuracy F-measure (%) on the Mandarin
BC treebank test set, BC-test, after applying co-training using Char-
niak’s maximum-entropy inspired parser and the Berkeley parser,
both without reranking.

Training Condition F-measure (%)
Charniak Berkeley

1. BC-seed 72.0 72.8
2. CTB 73.4 73.7
3. BN-co-trained 74.7 74.8
4. (CTB+BN)-co-trained 75.6 75.7
5. (CTB+BN)-co-trained+BC-seed 76.8 77.0
6. co-training initialized 79.3 79.5
as Condition 5, max-t-min-s

ple selection approach) significantly outperforms co-training
without reranking, by 1.5% absolute and 1.4% absolute gain
on F-measure on the two parsers on BN-test, and 1.7% abso-
lute and 1.6% absolute gain on F-measure on the two parsers
on BC-test. For co-training rerankers, as discussed in Sec-
tion 4, it is feasible now for us to employ the more prin-
cipled agreement-based example selection approach during
co-training since we can simply train each reranker multiple
times on different subsets of the automatically labeled data
and examine which partition of the data produced the max-
imum agreement among the rerankers. As a reminder, for
co-training reranked parsers, we still used the max-t-min-
s approach as it is computationally efficient and also proved
to be very effective for co-training parsers [1]. As can be
seen from the tables, co-training rerankers produced a small
yet consistent gain over co-training reranked parsers, by
0.2% – 0.4% absolute improvement on BN-test and 0.4% –
0.5% absolute improvement on BC-test, raising the absolute
improvement on F-measure up to 1.8% on BN-test and 2%
on BC-test, from combining discriminative reranking and co-
training compared to co-training only.
In conclusion, we have demonstrated that discriminative

rerankers and co-trained models can work well across gen-
res/domains. We investigated co-training reranked parsers
and co-training rerankers and observed that co-training
rerankers outperforms co-training reranked parsers and the
former is also computationally more efficient. These results
are quite encouraging. In future work, we will investigate
other approaches for combining discriminative reranking and
co-training and algorithms for parser adaptation across gen-
res/domains.

Table 3. Overall parsing accuracy F-measure (%) on BN-test,
after applying co-training using Charniak’s maximum-entropy in-
spired parser and the Berkeley parser, both without reranking and
with reranking.

Training Condition BN-test F-measure (%)
Charniak Berkeley

co-training standard parsers 82.3 82.6
co-training reranked parsers 83.8 84.0
co-training rerankers 84.0 84.4

Table 4. Overall parsing accuracy F-measure (%) on BC-test, after
applying co-training using Charniak’s maximum-entropy inspired
parser and the Berkeley parser, both without reranking and with
reranking.

Training Condition BC-test F-measure (%)
Charniak Berkeley

co-training standard parsers 79.3 79.5
co-training reranked parsers 81.0 81.1
co-training rerankers 81.5 81.5
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