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ABSTRACT

A joint spectro-temporal auditory model is utilized to assess 
speech quality objectively. The model mimics early and 
central auditory functions and serves as a spectro-temporal 
modulation filterbank. Three perceptual relevant parameters, 
intelligibility, clarity and naturalness, are addressed by the 
model and are combined to estimate the subjective mean 
opinion score (MOS) for speech quality measure. Through a 
simple multiple linear regression analysis, we demonstrate 
the performance of our proposed perception-based objective 
speech quality measure is better than that of the state-of-the-
art P.563 standard in estimating MOS of the codec-distorted 
speech in ITU-T Supp. 23 database. 
 

Index Terms— objective speech quality, intelligibility, 
clarity, naturalness, auditory representation
 

1. INTRODUCTION 
 
Speech quality often represents an end user’s direct 
perception on the quality of a voice communication network. 
Over the past decades, more and more complex 
telecommunications networks were built to be involved in 
people’s modern daily lives significantly. Nowadays, 
customers demand the quality of service from voice 
communication networks as distinct from only the 
connectivity at early days. Therefore, assessing speech 
quality effectively becomes an important task for voice 
service providers. In addition, a speech quality meter can 
also serve as a diagnostic tool to isolate damaged 
components in a network for the purposes of online quality 
monitoring or offline system maintenance. 

There are two classes of speech quality measures: 
subjective and objective. Subjective methods ask a panel of 
listeners to rate the quality of tested speech signals. In 
general, listeners are asked to rate speech quality in a five-
point scale (1: bad; 2: poor; 3: fair; 4: good; 5: excellent) 
and the average of all listeners’ scores is called Mean 
Opinion Score (MOS). Although conducting subjective 
listening tests is the most reliable and natural way to assess 
speech quality, it is time and money consuming with a score 
which is almost impossible to reproduce. Therefore, it is 
crucial to develop computational objective methods to 

estimate subjective MOS with high fidelity, hence, to 
replace subjective listening tests.  

Objective methods are further categorized into intrusive 
(double-ended) or non-intrusive (single-ended), based on 
the availability of the reference (original clean) speech. 
Intrusive methods measure the difference between the 
degraded and the original clean speech. PESQ, standardized 
in 2001, is the current state-of-the-art intrusive speech 
quality measure [1]. On the other hand, non-intrusive 
algorithms evaluate speech quality without the knowledge 
of the reference speech. The most common element in non-
intrusive algorithms is an artificial reference model of the 
clean speech, either in VQ (Vector Quantization), HMM 
(Hidden Markov Model) or GMM (Gaussian Mixture 
Model) parameter spaces (see [2] for more detailed 
introduction). Then, the degraded signal is compared to the 
artificial clean template to estimate the MOS. P.563, 
standardized in 2004, is the state-of-the-art non-intrusive 
algorithm at present [3]. However, these algorithms are all 
built from the viewpoint of signals, but not from the 
viewpoint of perception. 

In our opinion, speech quality is a multi-dimensional 
percept, which consists of at least three abstract percepts: 
intelligibility, clarity and naturalness. In this study, we 
address these three percepts separately. First, we utilize an 
auditory model to extract joint spectro-temporal 
modulations of speech signals [4]. In our model, these joint 
modulations are perceived by human brains and certain 
ranges of modulations are presumed related to these three 
percepts. A brief description of the model is given is section 
2. In section 3, we extend the measurements proposed in 
[5][6], which have been shown to successfully estimate 
speech intelligibility under various noise conditions, to 
assess clarity and naturalness. Finally, a linear regression 
analysis is used to combine measures from these three 
percepts to match the subjective MOS. Our approach yields 
a better estimation of MOS for speech samples in ITU-T 
Supp. 23 database [7] than P. 563, as demonstrated in 
section 4.  
 

2. AUDITORY MODEL AND REPRESENTATIONS 
 
The auditory model used in this study is based on 
biophysical, psycho-acoustical and neuro-physiological 
evidences discovered in the stages of early cochlea and 
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central auditory cortex. It consists of two computational 
modules which transform the time waveform into an 
auditory spectrogram (a time-logarithmic frequency pattern 
of the auditory nerve activity), then into a scale-rate
representation (a pattern of the cortical neural activity).  

The first module mimics observed functions of the 
peripheral auditory processing. As shown in the Figure 2 of 
[4], this module is implemented by a bank of 128 
overlapping asymmetric constant-Q bandpass filters equally 
spaced on the log-frequency axis covering a total of 5.3 
octaves (which simulates the frequency selectivity of the 
cochlea), followed by a non-linear compression and a lateral 
inhibitory network (which are pertaining to well-known 
psycho-acoustical properties of amplitude compression and 
frequency masking), and ended with an envelope extractor 
(which simulates the further leakage of current and the 
reduced temporal sensitivity of the auditory nerve). In this 
study, we use a simplified linear version of this module. The 
output of this first module represents a time-frequency 
energy distribution along a log-frequency axis, in a very 
rough sense similar to the traditional spectrogram plotted 
along the bark or mel scale. 

The second module mimics the spectro-temporal 
selectivity of neurons in the primary auditory cortex (A1). 
Briefly, the output of the previous module, the auditory 
spectrogram, is then analyzed by a family of neurons which 
are modeled by two-dimensional filters tuned to different 
spectro-temporal modulation parameters. One of the 
parameter is referred to as scale or density (in cycle/octave), 
which defines how broad the signal energy distributed along 
the log. frequency axis. Another parameters is called rate or 
velocity (in hertz), which defines how fast the signal energy 
varies along the temporal axis. In addition to the scale and 
rate, directional selectivity for FM sweep of cortical neurons 
is also encoded in this module and is represented by the sign 
of the rate (negative for upward sweeping; positive for 
downward sweeping). In other words, this module performs 
a joint spectro-temporal multi-resolution analysis on the 
input auditory spectrogram. Fig.1. demonstrates the multi-
resolution analysis by eight neurons which tune to different 
combinations of scale and rate. The top panel shows the 
input auditory spectrogram from the first module. The eight 
larger panels at the bottom are the outputs of the cortical 
neurons, whose impulse responses are depicted in the eight 
smaller panels respectively. We then compute the average 
excited power of each neuron by collapsing its two-
dimensional output into a single value. Such diagram of 
average excited power, labeled by each neuron’s {scale, rate} 
tuning characteristic, is referred to as the scale-rate 
representation. Much more extensive details of the 
description, mathematic formulation and output examples of 
the model can be found in [4].  

 
3. PERCEPTUAL PARAMETERS AND SPEECH 
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Fig. 1. Multi-resolution analysis by the auditory cortex. 

The scale-rate representation mentioned in section 2 has 
been used to quantify the speech intelligibility with great 
success [5][6]. In this paper, we extend the measurement to 
assess another two important percepts: clarity and 
naturalness, and combine three percepts to estimate the 
speech quality. 
 
3.1. Intelligibility
 
Intelligibility is defined by the ISO 9921 standard as a 
measure of effectiveness of understanding speech. 
Generally speaking, intelligibility refers to “what” a speaker 
has said, while speech quality refers to “how” an utterance 
was spoke. Usually, unintelligible speech is judged to be 
low quality, however, the converse needs not to be true. 

We have shown that the spectro-temporal modulations 
between 4~8 Hz in rate and < 4 cycle/octave in scale are 
dominated in speech signals [6]. These very slow temporal 
modulations reflect the speed of the articulatory motions, 
and hence the phonetic and syllabic rates of speech [4]. 
Therefore, these slow temporal modulations are critical for 
speech intelligibility (or speech recognition) as suggested in 
[8]. We have further shown that speech reconstructed from 
scale-rate modulations up to 32 Hz and 4 cycle/octave does 
not suffer from loss of intelligibility [4]. To sum up, the 
modulations below 32 Hz in rate and 4cycle/octave in scale 
are measured to quantify the speech intelligibility in this 
paper. 
 
3.2. Clarity
 
Although reconstructed speech from only low rate and low 
scale modulations well preserves speech intelligibility [4], 
listeners often report a “dull” sensation. On the other hand, 
original speech with full ranges of modulations gives a 
relatively “bright” sensation. Therefore, we assume that 
modulations of high rates and high scales, which provide 
more fine structures of the speech [4], would enhance 
speech clarity. Here, we use joint spectro-temporal 
modulations (32~128 Hz; 2~8 cycle/octave) to measure the  
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Fig. 2. Auditory spectrograms of samples from ITU-T Supp. 
23 database (Top: clean speech; bottom: degraded speech 
after codec and noise deterioration).  
 
speech clarity. Our assigned ranges cover the pure temporal 
modulation (30~50 Hz) used in [9] for speech quality 
measure. 

From the viewpoint of speech processing, temporal 
filters with higher rate than 32 Hz do pick up important 
features related to the clarity of speech, such as onset/offset. 
The usual 16 ms frame duration used in a traditional frame-
by-frame speech processing scheme is right within the 
temporal region we chose for the clarity percept (32~128 
Hz). Meanwhile, the 2~8 cycle/octave provide more detailed 
spectral shapes (in a rough sense similar to the effect of 
using more cepstral coefficients in traditional analysis), 
which convey characteristics of consonants. It is believed 
that consonants/noise give the “bright” sensation and 
account for the clarity of speech. 

3.3. Naturalness  
 
Naturalness was defined by Parrish back in 1951 as speech 
that sounds natural or normal to the listener. In Parrish’s 
concept of naturalness, more natural speech helps the 
listener to pay more attention to the meaning of words rather 
than to the speech pattern used to convey the meaning [10]. 
In other words, unconventional speech styles deteriorate the 
naturalness of speech. In 1978, Sanders et al. investigated 
possible factors of the naturalness for synthesized speech, 
such as pitch, duration, loudness and spectral contour [11]. 
Furthermore, studies also conclude judging the naturalness 
of speech does not necessarily require the same resources as 
judging intelligibility [12], which validate our approach of 
assessing intelligibility and naturalness separately. 

Fig. 2 and Fig.3 demonstrate auditory representations of 
speech samples from ITU-T Supp. 23 database (oe3m4519). 
The noisy speech shown at the bottom is degraded through a 
G.729 speech codec, hoth noise and 3% frame drop. 
Obviously shown in Fig. 2, the speech rate does not change 
noticeably even with 3% frame drop, while the fundamental 
frequency (F0) contour is missing after the degradation. 
This fact is even more highlighted in Fig. 3, where the  
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Fig. 3. Scale-rate representations speech samples in Fig. 2. 
 
strong energy distribution between 128~256 Hz (due to the 
F0) in the top panels almost disappears in the bottom panels. 
All degraded speech samples through a codec or cascades of 
codecs in the database have similar outcomes. Therefore, we 
conclude that the pitch dispersion is the most prominent 
degradation through speech codecs and is crucial to the loss 
of naturalness. In this paper, we use the joint spectro-
temporal modulations (128~512 Hz; 0.25~8 cyc/oct) to 
quantify the degradation of naturalness. 
 
3.4. Measurement of degradations
 
We have developed Spectro-Temporal Modulation Indexes 
(STMI) in [5][6] to measure speech intelligibility under a 
wide range of noisy environments. Here, we extend the 
same measurements (STMIT in [5] and  in [6]) to assess 
clarity and naturalness percepts. Both measurements 
generate very similar results. All results shown in next 
section are calculated from , which is defined as follows: 
 

1
2 2

std
1 T N

N
    

where T and N are the scale-rate representations of a clean 
template and the degraded testing speech, respectively; Nstd  
is the standard deviation of the testing speech’ scale-rate 
representation.  
 

4. RESULTS 
 
The long-term averaged scale-rate template of clean speech 
T is calculated from all 4620 sentences in the training 
portion of TIMIT corpus. Obviously, this template does not 
contain useful information within the naturalness range 
since the pitch values are averaged over 462 speakers. We 
add white noises with various SNRs (-15~45 dB) into 
sentences from the testing portion of TIMIT corpus and 
compute their  of intelligibility and clarity, respectively. 
Fig. 4 shows results plotted as functions of the estimated  
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Fig. 4. Intelligibility and clarity as functions of estimated 
MOS by PESQ under AWGN conditions. 
 
MOS by PESQ. It shows the intelligibility and clarity 
saturate around MOS:2.5 and MOS:3.5, respectively. These 
results clearly show the intelligibility and clarity are only 
partial aspect of speech quality. Moreover, these results are 
consistent with our informal listening tests that sentences 
with PESQ_MOS: 2.5 are all intelligible (recognizable), and 
are with higher and higher clarity when PESQ_MOS 
increasing to 4.5. The  does not approach to the unity in 
Fig. 4 due to the fact that we use a generic template (i.e., 
template and testing speech are not from the same speaker). 
See [5] for more discussions on using a generic template. 

 The long-term template of naturalness (128~512 Hz; 
0.25~8 cyc/oct) of a speaker is generated by averaging his 
speech samples. From our observations, all long-term 
templates of naturalness are alike among different speakers 
except the shift on the rate axis due to different pitches. The 
 of three percepts: intelligibility, clarity and naturalness are 

each mapped through a sigmoid function and then are 
combined by using a multiple linear regression to estimate 
the subjective MOS. Our speech quality estimate is referred 
to as PB_MOS (Perception-Based estimate of MOS). 
Speech samples in Exp. I of the ITU-T Supp. 23 database 
are processed by cascades of various kinds of codecs 
including G.729, G.726, G.728, GSM-FR, IS-54, and JDC-
HR. The correlation coefficients between our PB_MOS and 
the subjective MOS are given in Table 1. The results show 
that our algorithm has a comparable performance as the 
P.563 in estimating MOS of the codec-distorted speech. 
This work is now further extended to account for frame 
drop distortions as in Exp. III of the ITU-T Supp. 23 
database. 

 
5. CONCLUSIONS 

 
An objective speech quality assessment based on three 
percepts is proposed and shown to perform comparably to 
P.563 in estimating MOS of the codec-distorted speech. We 
show pitch distortions are the most significant degradations 
produced by speech codecs and are well captured by our 
defined “naturalness” percept, which weights the most in 
this work in estimating subjective MOS. This work 
demonstrates high rate (>100 Hz) temporal modulations are   

 P.563 PB_MOS
Female 1 0.742 0.683 
Female 2 0.759 0.780 
Male 1 0.769 0.849 
Male 2 0.810 0.840 
Average 0.770 0.788
Table 1. Correlation coefficient between estimated MOS 
and subjective MOS. 
 
highly correlated with quality of codec-distorted speech. 
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