
STATE MAPPING FOR CROSS-LANGUAGE SPEAKER ADAPTATION IN TTS 
 

Yi-Ning CHEN1, Yang Jiao1, 2 , Yao Qian1, and Frank K. Soong1 
 

1Microsoft Research Asia, Beijing, China 
2Beijing University of Posts and Telecommunications, Beijing, China 

1{ynchen, yaoqian, frankkps}@microsoft.com, 2jiao.yang.bupt@gmail.com 
 
 

                                                 
 The work is done when the second author worked in MSRA as an intern.  

ABSTRACT 
 
Cross-language speaker adaptation has many interesting 
applications, e.g. speech-to-speech translation. However, in cross-
language speaker adaptation, a common phoneme set, assumed to 
be used by different speakers of the same language, does not exist 
any longer. Instead, a nearest neighbor based phoneme mapping 
from one language to the other has been adopted. In this study, we 
used our recently proposed sub-phonemic HMM state mapping for 
cross-language adaptations. The sub-phonemic HMM states, due to 
their phonetic segment nature, tend to be more sharable across 
different languages than phonemes. Kullback-Leibler divergence, 
an information-theoretic measure, is chosen here to measure the 
similarity between given states in different languages. 
Experimental results show that new state mapping outperforms the 
phoneme mapping baseline system in terms of three objective 
measures: log spectral distance, F0 adaptation error and F0 
correlations. In comparing with intra-language adaptation, the 
cross-language result of the new algorithm is also fairly decent.  
 
Index Terms— HMM-based TTS, Speaker adaptation, Cross 
language, Kullback-Leibler divergence.  
 

1. INTRODUCTION 
Speaker adaptation is useful for creating customized voice fonts 
with limited adaptation data. In the speech-to-speech translation, 
the source speaker’s speech is first converted (recognized) into a 
text sequence in its source language, translated into the target 
language, finally synthesized in the target language with a voice 
similar to the source speaker. In most cases, the source speaker 
cannot speak the target language. This is where cross-language 
speaker adaptation is needed. In a standard flowchart of speech-to-
speech translation, the voice conversion is adopted as shown in the 
left hand side of Fig. 1 [1]. In the figure, V refers to voice and L 
refers to language; T refers to target and S refers to source. For 
example, VTLS denotes the voice of the target speaker with the 
source language.  

However, the voice conversion part can be replaced by speaker 
adaptation. The new flowchart is shown in the right hand side of 
the figure. The standard voice conversion method does not 
consider the text of speech, which is available in speech-to-speech 
translation. Hence, adopting speaker adaptation in this scenario can 
be beneficial. If speech synthesis is carried out in a Hidden Markov 

Model (HMM) [2], the adaptation process is more straightforward 
[3].  

 
Figure 1. Flowchart of a speech-to-speech translation. (The 

voice conversion part is in [1]) 

There are many research results related to this topic; e.g. voice 
conversion with a Gaussian Mixture Model (GMM) mapping [4], 
multilingual speech recognition [5-7] and synthesis [8-10].  

In multilingual speech recognition and synthesis, we need to 
create a mapping between two languages. Here the mapping can be 
a word, syllable, phoneme, or other. Then two questions must be 
answered; 1) what basic units for mapping? 2) How to measure the 
similarity between two given units? 

Phonemes are most widely used [5, 6, 9] as the basic units for 
mapping. However, if phoneme sets of the two languages are 
significantly different, like Chinese and English, the mapping will 
be unsatisfactory [8]. Allophones, e.g. right and left context-
dependent tri-phone, is another choice and it tends to be more 
flexible [7]. In this paper, we select HMM states as the basic unit, 
a unit even shorter than phonemes. In HMM, a state represents a 
distinctive, acoustic-phonetic event. Even for languages of fairly 
different phoneme set are different, the acoustic-phonetic events 
are still close enough [9]. In this paper, we use the state mapping 
for our cross language adaptation task.  

For the similarity measure, the International Phonetic Alphabet 
(IPA) is used to measure the similarity in the terms of place of 
articulation and manner of articulation [11]. The confusion matrix 
is adopted in the speech recognition task [5, 7]. However, a more 
direct way is to measure the acoustic distribution between two 
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states. The Kullback-Leibler divergence (KLD) is a well 
established measure for that [12], it is used a lot in speech 
synthesis [13-15]. In this paper, we also use KLD as our similarity 
measure.  

The structure of this paper is as follows. In Section 2, we 
introduce the method of state mapping. In Section 3, the method of 
phone mapping is introduced as a reference method. Section 4 
gives a detailed introduction about KLD and its forms in HMM-
based speech synthesis. Section 5 shows the results and 
conclusions are drawn in Section 6.  

2. STATE MAPPING 

In HMM-based speech synthesis, states are the smallest component. 
After the distance is defined, for each state in one language, we can 
find the corresponding one in the other language by minimizing 
the distance: 

ˆ argmin ,
X

X X Y
j

S

S D S S    (1) 

where, Y
jS is a state in language Y. D is the distance between two 

states. 
Details of the state mapping can be found in Fig. 2. We want to 

create a state mapping from Speaker A, language X to Speaker C, 
Language Y. To make it simple, we will use VALX to represent 
Speaker A, Language X. We will not directly create the state 
mapping with Equation (1) since both the speaker and language are 
different. We introduce an auxiliary speaker who can speak in both 
Language X and Language Y. We will call it Speaker B. With this 
new speaker, the mapping between VALX and VCLY is changed to 
three parts, the mapping between VALX and VBLX, the mapping 
between VBLX and VBLY, and the mapping between VBLY and VCLY. 
These three mappings are shown in Fig. 2 as three bold dark 
arrows. In them, the mapping between VBLX and VBLY are speaker 
irrelevant, the other two are language irrelevant.  

Since speaker A and speaker B are in the same language, we use 
the same decision tree for them. There is no guarantee that all the 
leaf nodes in speaker B can be seen in speaker A. Hence, the 
decision tree of VALX will be a subset of VBLX. Then, for one state 
in VBLX, there will be one corresponding state in VALX with the 
same context.  

For each state in VBLY, we can find the closest state in VBLX with 
(1). Then the mapping between VBLX and VBLY is created.  

For the mapping between VBLY and VCLY, we can assume they 
have the same decision tree structure like any another intra-
language adaptation.  

With the steps above, a state mapping between VCLY and VALX is 
created. The adaptation can be implemented as the standard intra-
language adaptation.  

This auxiliary speaker can be a bilingual speaker. Or in a more 
general case, it can be an average voice model [16] of two 
languages. In both cases, the two models VBLY and VBLX are 
speaker irrelevant. In this paper, since we only have 1-2 speakers 
for each language, we create the mapping with a bilingual speaker. 

 

 
Figure 2. State mapping creating. 

3. PHONE MAPPING 

Phone mapping between different languages is used as a reference 
algorithm. In this paper, we will use the similar method as in 
Section 2 to create the phone mapping. The formula of finding the 
state mapping is:  

ˆ argmin ,
X

X X Y
j

H

H D H H    (1) 

where, XH  is a phoneme in language X, Y
jH is a phoneme in 

language Y, and D is the distance between two phonemes. In this 
paper, we use the context independent model to present each 
phoneme.  

Similar with Section 2, an auxiliary speaker is introduced to 
create the mapping. After the mapping is created, the script of one 
language can be converted to the script of another language. Then, 
the cross-language adaptation becomes intra-language adaptation.  

4. KULLBACK-LEIBLER DIVERGENCE 
The distance of two probability distributions is quite useful and has 
been studied for a long time. The name of the Kullback-Leibler 
divergence is first discussed by Hastie [17]. Although Kullback 
himself preferred other names [18], the KLD is a standard form 
today. In addition, we must point out that this distance was first 
introduced by Jeffreys in 1946 [19].  

The formula or KLD between two distributions p and q can be 
defined as, 

|| logKL

p x
D p q p x dx

q x
   (3) 

In this paper, we will use the notation of Equation (3) for the 
asymmetry version of KLD, and we will use the notation of 
Equation (4) for the symmetry version of KLD. Hence, we have, 

, || ||KL KLJ p q D p q D q p    (4) 
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4.1. Multi-space probability distribution 
Multi-space probability distribution (MSD) is proposed for F0 
pattern modeling by Tokuda [2]. In MSD, the whole sample space 

 can be divided by G subspaces with index g.  

1

G

g
g

    (5) 

Each space g has its probability g , where 

1
1

G

g
g

    (6) 

Hence, the probability density function of MSD can be written as,  

1 1
g

G G

g g
g g

p x p x M x   (7) 

In it,  
1

g

gM x dx    (8) 

From (7), (6), and (8), it looks very similar to the multiple 
mixtures; however, they are not the same. In the mixture condition, 
distributions of components are overlapped. However, in MSD, if 
all the subspaces are different, the distributions of them are not 
overlapped. Hence, in MSD, we will have, 

0g gM x x   (9) 
This property will help us in calculating the distance between 

two distributions. In the next subsection, we will introduce one of 
these distances, the Kullback-Leibler Divergence.  

4.2. Kullback-Leibler divergence for multi-space 
probability distribution 
Putting (7) and (9) into (3), the KLD of MSD can be found using 
Equation (10).  

1

1

1

|| log

log

log log

|| log

g

g

KL

p pG
g gp p

g g q q
g g g

p pG
g gp p p

g g gq q
g g g

pG
gp p q p

g KL g g g q
g g

p x
D p q p x dx

q x

M x
M x dx

M x

M x
M x dx

M x

D M M
1

G

g

(10) 

From this equation, we can see that the KLD of MSD has two 
terms; one is the weighted sum of KLD of each subspace; the other 
is the KLD of the weight distribution. 

4.3. Kullback-Leibler divergence for HMM 
Given two HMMs, their KLD is defined as, 

1:
1: 1:

1:
|| log

t

t t
KL t

p
D p q p d

q

o
o o

o
   (11) 

where 1:to  is the observation sequence runs from time 1 to t. 
Only an upper bound of KLD can be calculated with close form. 

When the state numbers of two HMMs are not the same, the 
computation is more complex.  

Since phone mapping is only a reference method here, we will 
not discuss details in this paper. A detailed version can be found in 
Do [20] and Liu’s [21] work for readers’ interests.  

5. EXPERIMENTS AND RESULTS 

5.1. Target of experiment 
This paper focuses on cross-language adaptation. Hence, our goal 
is to make the cross-language adaptation as good as intra-language 
adaptation. In this paper, we use a bilingual (English, Mandarin) 
speaker to do the test. We adapt the source model separately for the 
speaker's English and Mandarin sentences. Then we will compare 
the sentences synthesized by these two adapted models. In this 
paper, we will measure the objective measures between the two 
versions. Details of the experiment setting can be found in the next 
subsection. 

5.2. Experiment settings 
The corpuses of two speakers are used in this experiment. An 
English male speaker, Tom, is used as the source speaker, and a 
bilingual female speaker, ZT, as the target speaker. If we could 
have found another bilingual speaker, we would have used that 
person as the auxiliary speaker. In this paper, we use ZT as the 
auxiliary speaker for an oracle experiment. The number of 
sentences used for training, mapping, adapting, and testing, are 
listed in Table 1.  

Table 1. Sentence numbers for each speaker. 
 English Mandarin  
Tom 10000 NA 
ZT (Mapping) 1000 1000 
ZT (Adaptation) 50 50 
Testing 1000 1000 

The system is built with HTS2.1 [22]. The feature is a 40-
dimension Linear Prediction Cepstrum Coefficient (LPCC). Global 
variance is not deployed. MLLR is adopted for adaptation.  

5.3. Objective measures 
In this paper, we use three objective measures. They are the log-
spectrum distance (SD), the root mean square error of F0 (df0), and 
the correlation coefficient of F0. 

In this paper, the duration model of the target speaker is used. 
Then, the sentences synthesized by the adaptation model and 
which synthesized by the model of target speaker are compared, 
and the three objective measures are calculated. 

5.4. Results and discussion 

5.4.1. Phone mapping and state mapping 
The first experiment is to compare speaker adaptation performance 
difference between phone mapping and state mapping. The results 
are shown in Table 2.  

Table 2. Phone mapping VS. state mapping. 
 SD (dB) df0 (Hz) Correlation 

Phone mapping 3.97 23.98 0.295 
State mapping 3.55 20.40 0.312 

From the results, the state mapping has 0.42 dB improvement in 
the log spectrum distance and about 3.58 Hz in F0.  
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5.4.2. Intra-language and cross-language adaptation 
The second experiment is to compare the speaker adaptation 

performance difference between cross-language adaptation and 
intra-language adaptation. As a reference, the objective measures 
without adaptation are also listed in the same table.  

Table 3. Cross-language VS. intra-language. 
 SD (dB) df0 (Hz) Correlation 
Intra-language 2.56 18.91 0.408 
Cross-language 3.55 20.40 0.312 
No adaptation 7.12 72.61 0.500 

From this result, the log spectrum distance has 0.99 dB 
difference between intra-language adaptation and cross-language 
adaptation. Consider the 7.12 dB difference between the source 
and the target speaker, and the difference when people are 
speaking different languages, we would say the decrease from 
intra-language to cross-language is fair. However, if we compare 
the correlation coefficient, we will find it is even worse than that 
without adaptation. That means only the method of F0 mean 
shifting can achieve a better performance than adaptation even 
with intra-languages.  

6. CONCLUSIONS 
Cross-language adaptation is useful in scenarios such as speech-to-
speech translation. However, without a common phoneme set like 
intra-language adaptation, a mapping between two languages is 
necessary. In this paper, a novel algorithm of cross-lingual 
adaptation is introduced. The HMM state, a sub-phonemic unit 
which represents acoustic-phonetic event, is used as the basic unit 
for mapping. Kullback-Leibler divergence is used as the measure 
for the similarity of two states.  

Three objective measures: log spectral distance, F0 adaptation 
error, and F0 correlations, are implemented in this paper to 
compare the adaptation performance difference. Compared with 
the phone mapping, this state mapping method is 0.42 dB better in 
the log spectrum distance, and 3.58 Hz better in the root mean 
square error of F0. Compared with the intra-language adaptation, 
the decrease in log spectrum distance is 0.99dB, which is fair 
compare with the 7.12 dB difference between source and target 
speaker.  
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