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ABSTRACT

The description of iFLY system submitted for NIST 2008

speaker recognition evaluation (SRE), which has achieved ex-

cellent performance in the 2008 SRE evaluation, is presented

in this paper. Our primary system is a fusion of two sub-

systems GMM-UBM and GMM-SVM. For each sub-system,

two kinds of short-time acoustic features PLP and LPCC are

adopted. We focus on three key issues in this evaluation:

channel compensation, multi-lingual or bi-lingual cues and

the voice activity detection. We also point out that data selec-

tion and factor analysis play key roles in the system improve-

ment.

Index Terms— speaker verification, joint factor analysis,

NAP, GMM.

1. INTRODUCTION

The 2008 NIST speaker recognition evaluation is part of an

ongoing series of evaluations conducted by NIST[1].The SRE

has focused on the cross-session (channel) problem from the

very beginning. But in the previous core test,the session

mainly included conversational telephone speech recorded on

different telephone channels (GSM, CDMA, Landline) with

different handset types (Elect., Carbon).The 2008 evaluation

tasks are distinguished by including in the training and test

conditions not only conversational telephone speech but also

interview speech recorded with different microphones involv-

ing an interview scenario.The primary evaluation condition is

short2-short3,in which the training condition is called short2

and the test condition short3.The Short2 training data includes

conversational telephone speech and interview speech.The

Short3 testing data consists of not only the previous two

which are of the same type as Short2 but also the telephone

speech recorded over an ancillary microphone channel.

In recent years, factor analysis[2][3][4] has been ap-

plied to the GMM-UBM system[5] to address the channel

or session variability problem with great success.To solve
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the complicated cross-session problem in NIST-2008,inter-

speaker variability modeling[2] which can capture the distinct

information of different speakers based on factor analysis is

adopted in our GMM-UBM sub-system;and for our GMM-

SVM sub-system, the nuisance attribute projection (NAP)[6]

approach is adopted.

The interview data for the evaluation is the MIX 5

corpus[7].And the speech data in this corpus is recorded

concurrently over several microphones with different loca-

tions.Because of the different distances of speakers from the

microphones, the energy of some utterances is very low while

that of others may be very high.So a robust voice activity

detector (VAD) is necessary to remove the silence from all

utterances.A robust VAD which is based on energy optimized

for the evaluation task is reported.

Bi-lingual speaker is another session variability intro-

duced in NIST SRE evaluation since 2004.The 2008 SRE

bi-lingual evaluation is similar to the 2004 and 2006 evalua-

tions, but different from the 2005 evaluation.There are about

83% English utterances and 17% non-English utterances in

2008 SRE evaluation. The language balance is also an im-

portant factor affecting the system performance. Thus we

take this problem into account in UBM training, NAP, factor

analysis and score normalization process.

2. ACOUSTIC FEATURE EXTRACTION, VAD

Two types of features are used in our system: the 39-

dimensional PLPs and 36-dimensional LPCCs.

We use the HTK tool to extract PLP features. Speech is

segmented into frames by a 20-ms Hamming window pro-

gressing at a 10-ms frame rate. Each speech frame is pa-

rameterized by the 13th order PLPs and their first and sec-

ond derivatives (i.e., a 39-dimensional feature vector). Fur-

ther processing including RASTA filtering, VAD, CMS and

Gaussianization[8] are applied to all PLPs.

Meanwhile, the SPTK tool is used to extract the LPCC

features. In this case, speech is segmented into frames by a

30-ms Hamming window progressing at a 10-ms frame rate.

And Each speech frame is parameterized by the 18th order

LPCCs and their first derivative (i.e., a 36-dimensional feature

vector). LPCCs are also preprocessed by RASTA filtering,
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VAD, CMS and Gaussianization.

In speech recognition, a phoneme “sil” is used to indicate

the silence. However, there is no such phoneme in speaker

recognition because of the GMM algorithms. The speaker

recognition relies more on the VAD to remove silence or noise

frames than the speech recognition does. In this year’s eval-

uation, the VAD is especially important. Since the telephone

speech has a normal energy distribution as the previous year’s

evaluation, it can be easily processed by traditional VAD. But

the energy of the interview data and telephone ancillary mi-

crophone data gives a variable distribution and can not be pro-

cessed by traditional VAD. Besides, there are two situations

that are even hard to deal with. First, some utterances are too

low for us to hear. Second, some of the utterances are contam-

inated by noises, resulting in very low SNR. They are more

like a frequency modulation (FM) signal than a speech.

We take the VAD algorithm in [9] as the basis of our ap-

proach but make some important modifications.In [9], energy

thresholds are pre-defined by the paper to decide whether a

frame is speech or a silence frame. In our scheme, we take a

different approach. For a five-minute utterance, the energy of

the first 6 seconds is calculated to decide the average energy

of the whole utterance, the SNR of the signal and thresholds

of the VAD. Since the speech is stable, these thresholds can be

used for the whole utterance. Moreover, because the energy

thresholds are defined by the first 6 seconds, we can always

detect some “speech” frames even if the speech can not be au-

dible. As a result, we can remove about 10% to 70% silence

frames from each interview utterance.

In [10], noise reduction algorithms such as Wiener-

filtering are applied to speech signals. In our SRE 2006

auxiliary microphone task, the best result is achieved without

any noise reduction algorithm. So we use the original speech

to extract the acoustic feature instead of the signal after de-

noising. For some utterances like FM signal, all the frames

are treated as speech signals.

3. GMM-UBM AND JFA

3.1. Universal Background Model

The gender dependent GMM-UBM system is adopted in the

evaluation. NIST SRE2004 1side training corpus is used to

train two gender-dependent UBMs with 1024 Gaussian com-

ponents. There are totally 367 female utterances and 249 male

utterances in NIST SRE 2004 1side training corpus. Though

the number of these utterances is not large enough, these ut-

terances are language balanced and channel balanced, which

makes them a reasonable choice for UBM training.

3.2. Utilization of MIX 5 development corpus

The interview data is new to all participants. NIST has re-

leased 6 persons’ (3 females and 3 males) development data

to all participants. Each person has 6 sessions of 30-minute

speech. There are 9 channels speech for each session; so we

have 9 conversations that have the same phone sequence with

different channel information. They are fit for channel ma-

trix training. In our experiments, each session is averagely

divided into 6 segments with about five minutes in each seg-

ment. After removing the silence parts according to the VAD

tag provided by the NIST, the duration for each segment is

about 3 minutes. It is similar to the training and testing con-

dition in the evaluation. Therefore, for each person there are

6 sessions×9 channels×6 segments = 324 utterances in to-

tal. Though the utterances in the first channel are not used in

the evaluation, we use all these utterances to train the channel

matrix in the factor analysis.

Fig. 1. Map 1 person speech from 6 sessions to 6 speakers

We have 3 persons for each gender. Each person has 324

utterances. It is not a good choice to put all the utterances

from the same person together to train the channel matrix.

Thus, we use a map trick to get more speakers. This pro-

cedure is shown in Fig. 1. For each session, we randomly

select three channels from the nine channels. Then we se-

lect 1 segment from each channel to form the utterance of one

fake speaker. There are 6 sessions for each person. So we get

3 channels×6 sessions×1 segment = 18 utterances. We use

these 18 utterances to form a fake speaker; and we can fake

18 speakers from each person. After these steps, we can ob-

tain 54 speakers for each gender. These 54 speakers are used

for channel matrix training in factor analysis and NAP. Also,

they are used as SVM negative samples.

3.3. Joint Factor Analysis

We use the large joint factor analysis model proposed by

Patrick Kenny[2].The channel-dependent speaker mean super-

vector M can be represented as

M = m + vy + dz + ux (1)

where m is the UBM super-vector, v is the speaker loading

matrix, d is the diagonal loading matrix and u is the channel
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loading matrix. y, z and x are the speaker factors, diagonal

factors and channel factors respectively. The factor number

of v is 300, and that of u is 200 in the evaluation.

The Switchboard II and Switchboard Cellular corpus are

used to train the speaker loading matrix with 300 speaker

factors. And the SRE 2004 corpus is used to train the di-

agonal matrix. We have only adopted the maximum likeli-

hood algorithm to train the loading matrix, which is differ-

ent from the training procedure in [2]. For channel loading

matrix, a telephone loading matrix with 100 channel factors

is trained based on the telephone data from NIST SRE2004,

NIST SRE2005 and NIST SRE2006 corpus, which are multi-

lingual. A microphone loading matrix with 50 channel fac-

tors is trained based on the ancillary microphone data from

NIST SRE2005 and NIST SRE2006 corpus with English as

their language. Finally, the MIXER5 six persons’ develop-

ment corpus is used to train an interview loading matrix with

50 channel factors. The language of MIX5 is also English.

After that, the full channel loading matrix with 200 channel

factors is formed by appending the above three loading ma-

trixes.

3.4. ZTnorm

Gender-dependent ZTnorm is applied to the log-likelihood ra-

tio scores. There are five sub-sections in the evaluation. The

score distributions of these five parts are varied because of

their different channel and language information. We can not

get channel information in the evaluation; but the language

information has been released by NIST. The telephone data

is a multi-language corpus; the ancillary microphone and in-

terview data are all English. So different cohorts’ speech are

used for ZTnorm according to the training and testing lan-

guage information. And the channels of these cohorts speech

are balanced.

For Znorm, we select about 1000 utterances from NIST

SRE 2005 1side training and testing corpus for telephone

data, and 1000 utterances from NIST SRE 2005 ancillary

microphone data for interview data.

For Tnorm, we select 1000 utterances from NIST SRE

2006 1side training and testing corpus for telephone data, and

1000 from NIST SRE2006 ancillary microphone data for mi-

crophone and interview data.

4. GMM-SVM AND NAP

In GMM-SVM speaker recognition system, gender dependent

UBM is trained and the GMM component number is 512. The

GMM super-vector is adapted to the UBM with a relevance

factor 8. NIST SRE 2005, 2006 and MIX 5 development

corpus are used for NAP training procedure. 125 bi-lingual

telephone speakers from NIST 2006, 34 speakers from NIST

SRE 2005, 32 speakers from NIST SRE 2006 recorded both

on the telephone and on the ancillary microphone channel and

3 persons’ data in the MIX 5 development corpus are selected

for training the female NAP matrix. As for the male NAP

matrix training, we select the following data: 105 bi-lingual

telephone speakers from NIST 2006, 44 speakers from NIST

SRE 2005 and 30 speakers from NIST SRE 2006 which are

recorded both on the telephone and on the ancillary micro-

phone channel, and the 3 persons in the MIX 5 development

corpus.

Because some speakers in NIST SRE 2006 also appeared

in this year’s evaluation, the utterances of SRE 2006 are not

selected as a negative sample in SVM system. We select SRE

2004, 2005 and MIX 5 development data as SVM negative

samples. And the SRE 2006 corpus is selected as the Tnorm

cohorts. Gender-dependent Tnorm is applied to the scores of

SVM. Moreover, about 400 utterances from each gender are

selected as Tnorm cohorts.

5. RESULTS

We build four sub-systems in the evaluation, which are

(1) PLP, GMM-UBM, factor analysis, ZTnorm.

(2) LPCC, GMM-UBM, factor analysis, ZTnorm.

(3) PLP, GMM-SVM, NAP, Tnorm.

(4) LPCC, GMM-SVM, NAP, Tnorm.

The equal error rate (EER), minimum detection cost func-

tion (minDCF) and DET curves are used to evaluate the sys-

tem performance. NIST has separated the trials according to

their channel type. We list the results according to different

training and testing conditions.

Table 1 lists the performance of the GMM-UBM system

with factor analysis. The scores of PLP and LPCC systems

are fused with equal weights.

Table 1. Fusion of the PLP and LPCC in the GMM-UBM
Training Testing EER minDCF

Interview Interview 3.3% 0.118

Interview Telephone 5.1% 0.219

Telephone Interview 5.0% 0.227

Telephone Microphone 5.3% 0.200

Telephone Telephone 5.0% 0.247

Table 2 lists the performance of the GMM-SVM system

with NAP. Again, the scores of PLP and LPCC systems are

fused with equal weights.

Table 2. Fusion of the PLP and LPCC in the GMM-SVM
Training Testing EER minDCF

Interview Interview 3.6% 0.149

Interview Telephone 5.4% 0.247

Telephone Interview 5.4% 0.216

Telephone Microphone 5.2% 0.200

Telephone Telephone 6.5% 0.350

Table 3 lists the fusion of the GMM-SVM and GMM-

UBM systems. Because there are PLP and LPCC acoustic

features, the scores of the four systems are fused with equal
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weights. The final fused system is our primary system for

NIST submission. The fusion of GMM-UBM and GMM-

SVM can improve the performance for most sub-section tri-

als except for the telephone training-testing trials, for which

the GMM-UBM sub-system has much better results than the

GMM-SVM sub-system.

Table 3. Fusion of GMM-UBM and GMM-SVM
Training Testing EER minDCF

Interview Interview 2.8% 0.105

Interview Telephone 4.3% 0.178

Telephone Interview 4.3% 0.171

Telephone Microphone 4.1% 0.170

Telephone Telephone 5.3% 0.280

The DET curves of the primary system are also depicted

in Fig. 2.From the EER, minDCF and DET curves we can

see that the interview data and microphone data can get bet-

ter results than the telephone data, which is different from the

results in [10]. Maybe this can be explained by the following

two reasons. First, the microphone data and interview data

has not passed the transmission channel or audio codec. Sec-

ond, there are no bi-lingual speakers in these two conditions.

Though the SNR of these two conditions is not as good as

that of the telephone data, the SNR of most of the utterances

is above 15db [10] and that will not affect the performance

much in the GMM algorithms.

Fig. 2. The DET curves of five sub-sections trials

6. DISCUSSION

NIST provides microphone data besides telephone data, so

there are more channel types in this year’s evaluation. From

the results we can see that as long as the development data

matches the evaluation, the factor analysis and NAP algo-

rithms can remove the channel bias effectively. Furthermore,

the noise also affects the performance in speaker recognition,

but not so much as in the speech recognition.

Bi-lingual problem is one of the important factors that af-

fect the performance. But if we choose data properly in the

process of UBM, factor analysis, NAP and score normaliza-

tion, we can avoid this problem to some extent.
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