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ABSTRACT

Smart homes for the aging population have recently started
attracting the attention of the research community. One of
the problems of interest is this of monitoring the activities
of daily living (ADLs) of the elderly, in order to help identify
critical problems, aiming to improve their protection and gen-
eral well-being. In this paper, we report on our initial attempts
to recognize such activities, based on input from networks of
far-field microphones distributed inside the home. We pro-
pose two approaches to the problem: The first models the en-
tire activity, which typically covers long time spans, with a
single statistical model, for example a hidden Markov model
(HMM), a Gaussian mixture model (GMM), or GMM super-
vectors in conjunction with support vector machines (SVMs).
The second is a two-step approach: It first performs acoustic
event detection (AED) to locate distinctive events, character-
istic of the ADLs, and it is subsequently followed by a post-
processing stage that employs activity-specific languagemod-
els (LMs) to classify the output sequences of detected events
into ADLs. Experiments are reported on a corpus contain-
ing a small number of acted ADLs, collected as part of the
Netcarity Integrated Project inside a two-room smart home.
Our results show that SVM GMM supervector modeling im-
proves six-class ADL classification accuracy to 76%, com-
pared to 56% achieved by the GMMs, while also outperform-
ing HMMs by 8% absolute. Preliminary results from LM
scoring of acoustic event sequences are comparable to those
from GMMs on a three-class ADL classification task.

Index Terms— Acoustic scene analysis, acoustic event
detection, smart homes, activities of daily living

1. INTRODUCTION

Smart homes equipped with multiple audio and visual sensors
have recently started to attract the attention of the research
community. One of the scenarios of interest is this of ambient
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assisted living for the elderly, where smart homes are envis-
aged to help them improve their well-being, independence,
safety, and health [1]. Automatic audio and visual analysis
of the home environment based on camera and microphone
input can help identify critical health situations, e.g., a per-
son falling, and monitor the activities of daily living (ADLs)
of the elderly, in order to issue reminders, identify deviations
from the daily routine, and keep distant loved ones in the loop.
In this work, we study the feasibility of achieving these goals
by using only unobtrusive far-field microphones in the smart
home. We are particularly interested in investigating whether
characteristic ADLs can be accurately classified by acoustic
scene analysis, based on such far-field audio sensors.
Most of the recent literature work on acoustic scene anal-

ysis focuses on the problems of acoustic event classification
(AEC) and acoustic event detection (AED) of short-time span
events [2, 3]. Much of these efforts in the context of smart
spaces has been carried out as part of the CHIL project [4].
Various approaches have been adopted for these tasks, for ex-
ample support vector machines (SVMs), left-to-right or fully-
connected hidden Markov models (HMMs) for statistic mod-
eling, and a number of acoustic front ends, for example gen-
eral speech/audio features or features derived by data-driven
approaches [2, 3].
In contrast to the above efforts, in this paper we are inter-

ested in applying acoustic scene analysis to classify longer-
time span activities taking place in the home environment. In
particular, we focus on a small number of ADLs, for exam-
ple making coffee, watching TV, cleaning, ironing, reading,
or eating/drinking. To further simplify the problem some-
what, we assume that the ADL temporal boundaries are a-
priori known. Nevertheless, the problem remains extremely
challenging for a variety of reasons: First, most ADLs are of
long durations (at least a couple of minutes) and of complex
structure. Among the same type of ADLs, there exists large
variation of acoustic events happening within, such as differ-
ent cleaning noise of vacuuming the floor or wiping the table
for example. In addition, some activities, such as reading and
ironing, lack distinctive acoustic footprints. In addition, there
is large variation of background noise, produced for example
by another person on the phone or a TV set turned on. Activi-
ties may also overlap / be interspersed with each other, such as
cleaning while answering the phone. Finally, far-field sensors
typically provide data of very low signal-to-noise ratio (SNR)

4173978-1-4244-2354-5/09/$25.00 ©2009 IEEE ICASSP 2009



that are further degraded by additional background noise or
activity overlaps.
In this paper, we propose two main modeling approaches

to the ADL classification problem that differ significantly in
their philosophy. The first considers ADLs in their entirety,
employing Gaussian mixture models, hidden Markov mod-
els, or support vector machines (SVMs) built on GMM super-
vectors, to model them holistically, thus avoiding to explic-
itly characterize individual events contained within ADLs. In
contrast, the second approach constitutes a hierarchical, two-
stage process that first performs acoustic event detection to
segment the long-time span activity into a sequence of distinc-
tive acoustic events, on which, subsequently, activity-specific
language models are employed to classify the overall activity.
The latter approach is motivated by the fact that most activi-
ties contain characteristic individual events, for example that
of kettle whistling in a coffee making activity. Of course, de-
tecting such events in time is also a very difficult problem, as
it also involves their temporal localization [3, 5]. We apply
both approaches to a corpus of ADLs, collected by the FBK
Research Center in Trento, Italy, as part of the Netcarity In-
tegrated Project [1]. The database contains a small number
of simple ADLs, recorded in a two-room smart home by a
number of actors.
The rest of the paper is organized as follows: Section 2

describes the holistic approach and specific statistical models
used, whereas Section 3 presents the hierarchical approach to
ADL classification. Section 4 describes the Netcarity ADL
data corpus, followed by experiments and results. The paper
finally concludes with a summary in Section 5.

2. HOLISTIC ACTIVITY CLASSIFICATION

To model the audio signal of whole activities, the long-time
span audio is represented as a sequence of feature vectors,
extracted from the 25 ms Hamming windows with a 15
ms overlap with each other. In this work, we employ 13-
dimensional perceptual linear prediction (PLP) coefficients
as features, with “utterance-level” cepstral mean subtraction
applied for their normalization. We then adopt two general
statistical methods to model the distribution of these feature
vectors.
The first method leverages on a continuous-density HMM

with left-to-right topology for each activity. A special case
of this constitutes the GMM, basically an HMM with only
one emitting state. All activity-specific HMMs are employed
within the framework of maximum likelihood classification.
The second technique, referred to as the SVM-GMM-

supervectormethod, approximates the joint distribution of the
feature vectors in each long-time span audio segment with a
GMM adapted from a universal background model using the
maximum-a-posteriori (MAP) approach. A high-dimensional
GMM supervector is constructed from the normalized means
of the adapted GMM. Kernels constructed on these supervec-
tors are used in a support vector machine (SVM) for activity
classification. Details of this method are given in [5, 6].

3. HIERARCHICAL ACTIVITY CLASSIFICATION

Activities of daily life may be distinguishable from each other
in two ways. First, each activity may contain distinctive char-
acteristic events, such as kettle whistling during a coffee mak-
ing activity, or phone rings in the phone answering activity.
Second, the temporal structure of event sequences might re-
veal different activities. For example, it is more likely to de-
tect a water pouring event during an eating activity, than dur-
ing phone answering. Similarly, it is more plausible that kettle
whistling occurs after water pouring during the coffee making
activity than while eating.
Motivated by the above facts, we first train an HMM-

based acoustic event detector. The acoustic events are a-priori
chosen to reflect characteristics of the activities, as motivated
by the above discussion. A background model is also in-
cluded for better detection performance. Each acoustic event
(including background) is modeled by a ten-state HMM with
left-to-right topology. An activity-independent bigram lan-
guage model is trained using all training acoustic event se-
quences, and it is used in Viterbi decoding for acoustic event
detection.
Then, at a second stage, and for each activity, an activity-

dependent language model is built using training acoustic
event sequences of each particular activity. These language
models are used to rescore the acoustic event detection out-
put, resulting in one score for each activity for the long-span
audio signal. The one with the highest score is chosen as the
hypothesized activity.

4. EXPERIMENTS AND RESULTS

4.1. Data Resources

A corpus containing activities of daily life (ADLs) has been
collected as part of the Netcarity project by partner site FBK
at Trento, Italy. An apartment has been used for this purpose,
with two of its rooms (living room and kitchen) specially
equipped with video cameras and microphones (see Fig. 1).
Three T-shaped omni-directional microphone arrays were
placed in each of the two rooms, with four microphones per
array, giving a total of 24 audio channels. Each channel pro-
vides 16 bit/sample audio data at a 48 kHz sampling rate. In
addition, three cameras were used to capture the video signal.
In this work, the latter have only been used to give a visual
reference supporting the audio data annotation.
The corpus has been organized into multiple sessions,

each about 1.2 hours long in duration. Each session contains
one main subject / actor and an additional one that creates
“interference”. The main subjects perform activities within
a prescribed set of twelve, while the interfering subjects act
randomly and perform other activities in order to yield a com-
plex but realistic acoustic environment. Twenty such sessions
have been used in this work, of which 16 have been employed
for training and four for testing purposes.
Six basic activities are chosen for this work for ADL

classification to experiment with various statistical models
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(a) Living room

(b) Kitchen

Fig. 1. Typical images of the two apartment rooms used for the
collection of the ADL corpus by Netcarity partner site FBK.

(GMMs, HMMs, and SVM-GMM-supervector modeling), in
conjunction with the holistic approach. These six classes, be-
lieved to be acoustically distinguishable, are: eating-drinking,
reading, ironing, cleaning, phone answering, and TV watch-
ing. Notice that most of the activities are recorded with the
TV set on – making the problem even more challenging. Fur-
thermore, in the corpus, so-called “parallel” activities exist,
such as phoning & cleaning, eating & TV watching. We
merge the former into phone answering and the latter into the
eating-drinking class.
These six activities yield 576 training samples in the

database, totaling 13.5 hours in duration; among them, there
exist 128 instances for each of eating/drinking (EAT), reading
(RDG) and TV watching (TVW), and 64 instances for each of
ironing (IRN), phone answering (PHN), and cleaning (CLN).
Each activity ranges from approximately one to five minutes
in duration. The test set contains 144 activity samples, total-
ing 3.5 hours; among these, there are 32 instances for each of
EAT, RDG and TVW, and 16 instances for each of IRN, PHN
and CLN.
To experiment with the hierarchical approach, we limit

ourselves to only three activities, namely phone answering,
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Fig. 2. Accuracy on the six-ADL classifi cation task on the Netcarity
test set employing fi ve statistical models under the holistic approach.

eating/drinking, and coffee making (COF). This is due to lim-
ited time available to manually annotate ADLs with low-level
acoustic event information. Such acoustic events were cho-
sen to be a “wrap rustling” noise during eating, “laughing”,
“greeting”, “speech”, “phone ringing”, “ending of a phone
conversation”, “kettle whistling”, “hesitation”, “boiling”, and
“water pouring”. Non-labeled ADL segments were annotated
as “background”.
The three activities considered in conjunction with the hi-

erarchical approach occur 335 times in training, totaling 6
hours in duration. Among them are 192 instances of EAT,
128 of PHN and 15 of COF. Furthermore, there exist 84 test-
ing activities, totaling 2.5 hours, among which are 48 of EAT,
32 of PHN, and 4 of COF. Concerning lower-level acoustic
events, there exist 3605 and 802 non-background events an-
notated within the training and testing activities, respectively.

4.2. Experimental Results

Results on the six-activity ADL classification task on the Net-
carity ADL test dataset are depicted in Fig. 2. There, perfor-
mance of a number of statistical models in conjunction with
the holistic approach is given, measured by the overall clas-
sification accuracy. GMMs with 256 Gaussians per activity
class, GMMs with 1000 Gaussians per class, 10-state HMMs
for each class with 256 Gaussians per state, 50-state HMMs
for each ADL with 256 Gaussians per state, and the SVM-
GMM supervector approach with 256 Gaussians.
The results in Fig. 2 demonstrate that increasing the num-

ber of Gaussians in GMMs from 256 per class to 1000 per
class does not help much, improving performance somewhat,
from 54.2% to 56.3%. On the other hand, HMMs outperform
GMMs significantly, with the 10-state HMM achieving an ac-
curacy of 68.1% and the 50-state HMM 63.9%. The SVM-
GMM-supervector approach turns out to be the best, reaching
a 75.7% classification accuracy, which represents more than
30% relative improvement over the GMMs.
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COF EAT PHN
COF 3 1 0
EAT 9 35 5
PHN 4 1 27

Table 1. Confusion matrix of GMM-based classifi cation of three
ADL classes.

To investigate performance of the hierarchical approach,
we first consider the acoustic event classification (AEC) and
detection (AED) problems [2, 3]. On the AEC task, the clas-
sification accuracy is 57.5% on eleven acoustic event labels
(lower level events, characteristic of the three ADLs of in-
terest). The AED performance, measured by the AED-ACC
metric [3], is 34.4%. These results are comparable to the
ones reported in recent international evaluations of far-field
AEC/AED technology in smart spaces [3].
We next compare classification accuracy on three ADLs

using the hierarchical approach (LM rescoring of AED out-
puts) vs. the use of two holistic statistical models (GMMs and
10-state HMMs). Using a unigram LM to rescore AED out-
puts results in 70.2% classification accuracy on three ADLs,
which is similar to the 76.2% achieved by the GMM, but
significantly worse than the 10-state HMM performance of
88.1%. Interestingly, using a bigram LM for rescoring ac-
tually hurts performance, reducing accuracy from 70.2% to
34.5%. The reason for this degradation is likely due to the fact
that the training acoustic events are dominated by the “back-
ground” label, coupled with the fact that too few data for re-
liable bigram estimation exist, a problem especially acute for
the coffee making (COF) ADL.
Tables 1, 2, and 3 depict the confusionmatrices of GMMs,

HMMs (holistic approaches), and AED with unigram scoring
(hierarchical method). Obviously, the HMM improves upon
the GMM mostly on the EAT class, and AED with unigram
scoring performs the worst on the COF class, due to the lack
of sufficient training data.

5. SUMMARY

In this paper we studied the problem of long-time span
acoustic activity classification from far-field sensors in smart
homes, aiming at analysis of activities of daily living (ADLs).
We proposed two approaches to the problem: The first one
is holistic, modeling the entire activity with GMMs, HMMs,
or the recently introduced approach of GMM supervectors.
Among those, the latter performed the best, reaching a 76%
classification accuracy on six ADL classes on the Netcarity
database. The second approach to the ADL classification
problem is of a hierarchical nature, first detecting lower-level

COF EAT PHN
COF 2 2 0
EAT 2 45 1
PHN 3 2 27

Table 2. Confusion matrix of HMM-based classifi cation.

COF EAT PHN
COF 0 0 4
EAT 4 36 8
PHN 1 8 23

Table 3. Confusion matrix of the hierarchical ADL classifi cation
approach on three ADLs, when employing unigram rescoring.

characteristic events of ADLs via an acoustic event detection
stage, the output of which is rescored by activity-specific
language models of these events. Preliminary results of this
approach, applied on the problem of classifying three ADLs,
demonstrate that this approach is at par with the GMM holis-
tic method, but lags behind better statistical models, such as
HMMs. Improving both AED stage and language models
would most certainly result in improvements to the hierar-
chical approach. Both are areas of interest for future work.
Furthermore, we would like to reduce the labor-intensive
stage of manual annotation of events, necessary in this ap-
proach. This can be replaced by a partially unsupervised
method based on iterative sound clustering and segmentation.
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