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ABSTRACT
Inspired by popular co-training and domain adaptation methods,

we propose a co-adaptation algorithm. The goal is improving the
performance of a dialog act segmentation model by exploiting the
vast amount of unlabeled data. This task provides a nice frame-
work for multiview learning, as it has been shown that lexical and
prosodic features provide complementary information. Instead of
simply adding machine-labeled data to the set of manually labeled
data, co-adaptation technique adapts the existing models. While both
co-training and domain adaptation techniques have been employed
for dialog act segmentation, our experiments show that the proposed
co-adaptation algorithm results in significantly better performance.

IndexTerms— co-adaptation, co-training, semi-supervised learn-
ing, domain adaptation

1. INTRODUCTION

Recent advances in data-driven speechand languageprocessing tech-
niques combined with discriminative machine learning algorithms,
such as support vector machines or boosting, enable us to build high-
performance, robust, portable, statistical models. However, data-
driven classifiers are trained using large amounts of in-domain task
data that is usually transcribed and then labeled by humans, an ex-
pensive and laborious process. To this end, in the literature, semi-
supervised learning techniques such as self-training or co-training [1],
and supervised or unsupervised domain adaptation techniques [2]
have been proposed.

The aim of semi-supervised learning is to exploit the smaller
amount of existing labeled data and larger amount of unlabeled data
from a given domain. On the other hand, domain adaptation tries
to build a new adapted model by using the existing out-of-domain
model together with the small amount of labeled in-domain data.
Since the in-domain data and the out-of-domain data do not usually
share the same distribution, the out-of-domain classification models
are typically adapted before they are employed.

The most common method of semi-supervised learning is self-
training in which the given model estimates the classes for the un-
labeled portion of the data. Then the examples that are classified
automatically are added to the training set, the model is retrained,
and the whole process is iterated [3]. Self-training has been applied
to many speech and language processing tasks. In many studies, it
has been shown that co-training outperforms self-training. First sug-
gested by [1], co-training requires multiple views of the given task.
Then, models trained from each of these views can provide machine-
annotated data for the other views.

In the liteature, surprisingly, there are not many studies that nat-
urally combine semi-supervised learning and domain adaptation. In

other words, the machine-annotated data is treated in the same way
as human annotated data. However, these typically have much dif-
ferent distributions in terms of classes or features. In our previous
work, for call-type classification, we performed model adaptation
while adding automatically labeled data for semi-supervised learn-
ing using self-training [4].

In this paper, we propose to extend the co-training algorithm
with model adaptation techniques. Instead of simply addingmachine-
labeled data to the set of manually labeled data, we adapt the exist-
ing model using the machine-labeled data. The resulting algorithm,
which we call co-adaptation, is then tested on a well-defined speech
processing task of dialog act segmentation [5].

In the next section we describe the dialog act segmentation task
and our approach. Sections 3 and 4 provide the co-training and adap-
tation algorithms established in the literature. Section 5 presents
the proposed co-adaptation approach. In Section 6, we present the
experiments and results using the ICSI MRDA Multiparty Meeting
Corpus.

2. DIALOG ACT SEGMENTATION

Dialog acts (DAs) are basic building blocks for spoken language un-
derstanding in human/human conversations or multiparty meetings.
A dialog act is an approximate representation of the illocutionary
force of an utterance, such as questions or backchannels [6]. Dia-
log acts are designed to be task independent, their main goal being
to provide a basis for further discourse analysis and understanding.
There are a number of predefined dialog act sets in the literature,
such as Dialog Act Markup in Several Layers (DAMSL) [7] and
MRDA [8].

Typically, dialog act tagging is performed on the automatic speech
recognition (ASR) output. Since most ASR outputs lack typographic
cues such as sentence and paragraph boundaries, an intermediate
segmentation step is necessary. This task, known as sentence unit
segmentation or dialog act segmentation, aims at deciding whether
a particular word boundary marks the end of a dialog act unit.

Dialog act segmentation is generally framed as a word bound-
ary classification problem. For DA segmentation [9] used a method
that combines hidden Markov models (HMMs) with N -gram lan-
guagemodels containingwords and dialog act boundaries associated
with them. [10] provides an overview of different classification algo-
rithms (boosting, hidden-event language model, maximum entropy
and decision trees) applied to the dialog act segmentation for mul-
tilingual broadcast news. Besides the type of classifier, the features
have widely been studied; [9, 11] showed how prosodic features can
benefit the dialog act segmentation task. Investigations on prosodic
and lexical features in the context of phone conversation and broad-
cast news speechwere presented in [11]. More recently, [12] studied
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� Given a set L of labeled and a set U of
unlabeled examples

� Loop for k iterations

– Train a classifier H� on view 1 of L

– Train a classifier H� on view 2 of L

– Allow H� to label U, add n most
confidently labeled samples to L

– Allow H� to label U, add n most
confidently labeled samples to L

Fig. 1. The original co-training algorithm.

syntactic features for this task.
In this work, for dialog act segmentation, a sample (that is, a

word boundary bi, between words wi and wi��) is represented by
features containing lexical information (word n-grams) and prosodic
information (the pause duration between the two words at the word
boundary of interest, and various measures of the pitch and the en-
ergy of the voice of the speaker). With these features, we use the
AdaBoost.MH algorithm, a member of the boosting family of clas-
sifiers, which has been shown to be among the best classifiers for the
sentence segmentation task [10]. Boosting is an iterative procedure
that builds a newweak learner ht at each iteration. Every example of
the training data set is assigned a weight. These weights are initial-
ized uniformly and updated on each iteration so that the algorithm
focuses on the examples that were wrongly classifiedon the previous
iteration. At the end of the learning process, the weak learners used
on each iteration t are linearly combined to form the classification
function:

f�x� l� �

TX

t��

�tht�x� l�

with �t the weight of the weak learner ht and T the number of iter-
ations of the algorithm. This algorithm can be seen as a procedure
for finding a linear combination of base classifiers that attempts to
minimize a loss function, such as the logistic loss:

X

i

X

l

ln�� � e
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More details on boosting can be found in [13].

3. CO-TRAINING ALGORITHM

The co-training algorithmwas first proposedby Blum andMitchell [1].
For using co-training, the features in the problem domain should nat-
urally divide into two sets. Then the examples that are classified
with high confidence scores with one view can be used as the train-
ing data of other views. For example, for web page classification,
one view can be the text in them and another view can be the text
in the hyperlinks pointing to those web pages. Similarly for dialog
act segmentation, lexical and prosodic features provide two naturally
divided views.

While the original co-training algorithm (provided in Figure 1
for two views) is widely popular and effective in most tasks, re-
searchers have extended it in a number of ways. [14] combined co-
training and the expectation maximization (EM) algorithms, coming
up with the Co-EM algorithm that can be seen as the probabilistic
version of co-training. In this version, instead of choosing n sam-
ples, all data is added to L with classification confidence. A naive

� Given a set L of labeled and a set U of
unlabeled examples

� Loop for k iterations

– Train a classifier H� on view 1 of L

– Train a classifier H� on view 2 of L

– Allow H� and H� to label U

– Add n samples to L which are
confidently labeled by H� and
unconfidently labeled by H�

– Add n samples to L which are
confidently labeled by H� and
unconfidently labeled by H�

Fig. 2. The disagreement-based co-training algorithm.

Bayes classifier that can easily accommodate this extension is em-
ployed.

Later, [15] and [16] almost simultaneously suggested consid-
ering classifiers trained from other views while choosing n samples
to label automatically. Two methods called agreement (or max-t-
max-s) and disagreement (or max-t-min-s) happen to outperform the
original co-training method, and the latter one resulted in better per-
formance. The agreement-based approach chooses samples that are
labeled by all the classifiers trained with different views similarly
with high confidence. The disagreement method chooses the sam-
ples labeled by the classifiers trained from other views with high
confidence, but not the one in question. For example, for dialog
act segmentation, if the prosodic model classifies an example with
high confidence and the lexical model is undecided, this sample is
added to the training set of the lexical model, and vice versa. The
disagreement-based co-training algorithm with two views is more
formally shown in Figure 2. One thing to note is that, in these ex-
tended methods, the training sets of multiple views are kept sepa-
rately, as turned out to be superior in performance.

In our previous work, these co-training methods were analyzed
and compared for dialog act segmentation using lexical and prosodic
models [15]. Using the ICSI Meeting Corpus we have reported sig-
nificant improvements by performing co-training.

4. MODEL ADAPTATION

Model adaptation has been extensively studied in speech process-
ing, notably for acoustic and language modeling. Two very popu-
lar adaptation approaches are maximum likelihood linear regression
(MLLR) [17] andmaximum a posteriori (MAP) adaptation [18]. For
language processing tasks, the most common approach is model in-
terpolation (e.g., [19]). In model interpolation, an out-of-domain
model �OOD is interpolated with an in-domain model �ID to form
an adapted model ��:

P	��wijhi��� � �P�OOD�wijhi� � ��� ��P�ID�wijhi� (1)

For boosting, [20] explored model adaptation via changing the
loss function during training:

X

j

�
ln
�
� � e

�yjf�xj� � �KL ����xj�k	�f�xj��
��

where KL is the binary relative entropy (or Kullback-Leibler di-
vergence), � � e�yjf�xj� and ���xj� the logistic loss function and
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Fig. 3. Frequency of the sentence boundaries after the first iteration
of co-training for prosodic and lexical models.

prior distribution of the out-of-domain model, and ��f�xj�� the dis-
tribution of the in-domain model. This is the same as minimizing
a weighted sum of the logistic loss function and the binary relative
entropy of the prior probabilities of both models. The weight � is
optimized using a held-out set.

In our previous work, these adaptation methods were analyzed
and compared for dialog act segmentation [21]. The task was adapt-
ing themodels trained from human/humanconversations (e.g., Switch-
board corpus) to multiparty meetings (e.g., ICSI Meeting Corpus).
We have reported significant improvements by performing domain
adaptation using almost all the alternative techniques except simple
data concatenation,which is equivalent to uniformly weightedmodel
interpolation.

5. CO-ADAPTATION ALGORITHM

The main idea of co-adaptation is similar to co-training; however,
instead of simply adding machine-labeled data to the set of manually
labeled data, we adapt the existing model using the machine-labeled
data with some weight tuned using a held-out set. This is inspired by
the fact that while doing model adaptation, unweighted adaptation or
data concatenation is the worst possible approach [21].

Our co-training experiments show an interesting phenomenon
about the examples selected at each iteration of co-training: their
distribution is significantly different from the labeled set. This is ac-
tually intuitive since these are the hard examples that need special
attention. Check Figure 3 that shows the frequency of the sentence
boundaries after the first iteration of disagreement-basedco-training.
Since there are many hard to classify examples by one view which
are easy for the other to detect the sentence boundary class, the ma-
jority of the selected examples are the sentence-final words. While
one may enforce a selection mechanism enforcing a given distribu-
tion, this is still not a solution since the features are completely dif-
ferent as well. For example, the data added to the lexical model has
an average pause duration of 15 frames, while the prior is 1.5 frames
since most words do not have a pause duration following them. The

� Given a set L of labeled and a set U of
unlabeled examples

� Train a classifier H� on view 1 of L

� Train a classifier H� on view 2 of L

� Loop for k iterations

– Allow H� and H� to label U

– Adapt H� using n samples which
are confidently labeled by H� and
unconfidently labeled by H�

– Adapt H� using n samples which
are confidently labeled by H� and
unconfidently labeled by H�

Fig. 4. The co-adaptation algorithm.

Train Dev Test
Number of Sentences 82,435 16,720 16,397
Number of Words 538,956 110,851 101,510

Average Sentence Length 6.53 6.62 6.19

Table 1. Data characteristics used in the experiments.

feature and class distributions of the selected samples are very differ-
ent, as if they are from a different domain, hence the use of domain
adaptation methods.

The algorithm is shownmore formally in Figure 4. This is based
on the disagreement-based co-training algorithm, although it is ap-
plicable to any specific implementation or extension of the generic
co-training algorithm.

Note that one can use any model adaptation technique, depend-
ing on the task and classification method used. In our experiments,
since we built the dialog act segmentation models using boosting,
the natural choice was using boosting adaptation as described above.

Note that this is different from the co-adaptation algorithm pro-
posed by Christoudias et al. [22]. Their algorithm aims at exploit-
ing out-of-domain data hence extending domain adaptation with co-
training. More specifically, using the labeled out-of-domain data,
they automatically label a small amount of in-domain data, which
is then used to build the seed model for co-training. In the co-
adaptation algorithm proposed in this paper, all data is in-domain,
and a small amount is assumed to be manually labeled.

6. EXPERIMENTS AND RESULTS

We performed controlled experiments for analyzing the effectiveness
of the co-adaptation method using the ICSI Meeting Corpus [8]. We
drew learning curves by changing the size of the manually labeled
data and using the rest of the data to evaluate the co-adaptation ap-
proach. We used 51 meetings for training, 11 meetings for tuning,
and 11 meetings for testing as in [23]. All the experiments were
done using manually trancribed data in order not to deal with auto-
matic speech recognition noise. We performed our tests using the
Boostexter tool [24]. The data characteristics are shown in Table 1.
We repeated all the experiments three times, by shuffling the training
data and averaged the performance figures. In these experiments we
tuned the system parameters such as the adaptation weight using the
held-out set.

As multiple views of the data, as mentioned above, we used
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1000 sentences 2500 sentences
Lexical Prosodic Lexical Prosodic

Baseline 65.47 62.23 62.85 60.93
Co-Training 62.78 59.81 60.41 58.30
Co-Adaptation 58.57 58.77 57.64 57.94

Table 2. NIST error rates comparing co-training and co-adaptation
for the lexical and prosodic models.

prosodic and lexical features extracted from the utterances. As the
first set of experiments, we took only 1,000 and 2,500 sentences from
the training set and employed co-training and co-adaptation tech-
niques. Since in our previouswork [15] we showed that disagreement-
based co-training significantly outperforms self-training and con-
ventional agreement-based co-training, we only compared the co-
adaptation performancewith the disagreement-basedco-training met-
hod. Note that this is a very powerful method as proven for this and
other tasks.

Table 2 presents our results in terms of NIST error rates. The
NIST error rate is the ratio of the number of insertion and deletion
errors for sentence boundaries made by the classifier to the number
of reference sentence boundary classes. Therefore, if no boundaries
are marked by sentence segmentation, it is 100%, but it can exceed
100%; the maximum error rate is the ratio of number of words to
number of correct boundaries.

We provide results using a manually labeled seed set of 1,000
and 2,500 dialog act units. The table presents the performance of
the lexical and prosodic models when co-training and co-adaptation
methods are applied. Throughout the table, the co-adaptationmethod
outperforms the co-training method, which is already significantly
better than the baseline, reducing the NIST error rate up to 10.5%
relative. After 5,000 sentences the effect of the semi-supervised
learning starts to disappear consistent with our earlier work [15].

7. CONCLUSIONS

We have presented a method extending the well-known co-training
algorithm using model adaptation techniques. The resulting algo-
rithm, called co-adaptation, has been evaluated for the task of dia-
log act segmentation. Our results indicate that using co-adaptation
resulted in as much as a five-fold saving for the amount of labeled
data.

We believe that it is simply impossible to manually label all
the available data. It is extremely important to work on lightly-
supervised or unsupervised learning techniques for speech and lan-
guage processing. Note that co-adaptation is a generic algorithm just
as co-training and may be applied to other tasks in which co-training
has resulted in significant improvements such as web page classifi-
cation [1].

Our future work consists of experimentingwith other established
model adaptationmethods, such asMAP, and employing co-adaptation
when no in-domain data is available using a labeled out-of-domain
data set.
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