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ABSTRACT

Two ARX-LF-based source/filters models for speech signals are pre-
sented. A robust glottal inversion technique is used to deconvolve
the signal into an excitation component and a filter component. The
excitation component is further decomposed into an LF part and a
residual part. The first model, referred to as the LF-vocoder, is a
high quality vocoder that replaces the residual part with modulated
noise. The second model uses a sinusoidal harmonic representation
of the residual signal. The latter does not degrade the signal during
analysis/synthesis and provides higher quality for small modification
factors, while the former has the advantage of being a compact, fully
parametric representation that is suitable for low-bit-rate speech cod-
ing as well as parametric speech synthesis applications.

Index Terms— speech coding, LF, LPC vocoder, embedded
speech synthesis, text-to-speech, modulated noise, pitch/time scal-
ing, speech transformation/modification

1. INTRODUCTION

Besides linguistic information, voice conveys rich paralinguistic in-
formation regarding the expressive, organic and perspectival aspects
of communication. Although the corresponding information layers
seem to be interplexed in oral communication, it is desirable to de-
velop the ability of an artificial manipulation of the corresponding
qualities. The interest is significant; for example, expressiveness can
increase the naturalness of speech synthesis and thus render it more
desirable while high-quality transformation facilitates inexpensive
creation of new voices from a single corpus. Most of the expressiv-
ity of speech can be captured via prosodic modifications like pitch
and time scaling, usually addressed as speech modifications. The
term speech transformation, on the other hand, refers mainly to the
modification of the organic nature of the speech production system.

Most of the work in speech modification/transformation is made
using sinusoidal models [1],[2], phase vocoders [3],[4] and non-
parametric techniques like PSOLA [5]. The advantages and limi-
tations of these approaches are well studied in the literature. State-
of-the-art phase vocoders are able to robustly handle a wide range of
speech and audio signals, but seem to be restricted in the following
ways: 1) the synthesized speech doesn’t sound natural for high mod-
ification factors, 2) there is reverberation when pitch is significantly
lowered (i.e. during female to male conversion), and 3) they face dif-
ficulties when providing sophisticated voice qualities like a relaxed,
a harsh or a breathy voice, etc. A significant portion of these deffi-
ciencies can be attributed to the weak connection between the signal
model and the production mechanism of speech.

On the other hand, a stronger and more accurate speech model
enables a wider range of transformations and increased naturalness.

Unfortunately, though, the estimation of the state of the speech pro-
duction system solely from the speech signal is a difficult inverse
problem that may be solved only under simplifying assumptions.
In previous work, it was shown that the ARX-LF model can be
used to inverse filter the speech signal with increased robustness [6].
The ARX-LF model assumes that the speech production system is
well approximated by an autoregressive (AR) filter excited by an LF
(Liljencrant-Fant) glottal waveform. Traditionally, the reduced sta-
bility of glottal inverse filtering hindered its application to speech
synthesis but, currently, the stability of ARX-LF-based inverse fil-
tering has reached a level where it is possible to robustly analyze
whole databases of certain (mostly male) speakers recorded under
high-quality conditions. Hence, it can find application in speech syn-
thesis.

A drawback of the ARX-LF model is that, although most of the
energy of the AR residual is captured by the LF waveform, a sig-
nificant portion of the excitation signal that is neither captured nor
modeled remains. In [6], the residual signal (hereafter referred to
as the LF residual signal) is described by a Harmonic-plus-Noise
Model (HNM) similar to [1]. The HNM representation seems to
be suitable for high-quality time/pitch scaling modifications but it
is not evident how to modify the LF residual when the LF source
is also modified. A solution to this problem was given by the LF-
vocoder [7], an ARX-LF-based speech model that replaces the LF
residual with modulated wideband noise. Any modification made to
the LF source, directly transforms the non-deterministic LF residual
in a perceptually pleasant manner.

The LF-vocoder is a fully parametric speech representation that
yields significantly higher quality than typical LP-based vocoders
and provides a wide range of high-quality glottal source modifica-
tions while retaining the ability of low bit-rate coding. The first ver-
sion of the LF-vocoder (presented in [7]) suffered a quality degrada-
tion from the treatment of transient and unvoiced frames. This paper
presents an improved version suitable for low-rate speech coding at
approximately 5 kbps. However, the LF-vocoder model is lossy and
suffers a slight quality degradation (i.e. a loss of presence), unde-
sirable for high-quality text-to-speech (TTS) systems. Thus, a new
ARX-LF-based model is proposed in this paper. It provides transpar-
ent analysis-synthesis, improved time/pitch scaling and the ability of
modifying the LF glottal source while preserving most of the quality
of the original signal. The new model (LF+HM) describes the LF
residual using a harmonic sinusoidal representation (HM). A series
of modifications of the harmonic LF residual is then proposed for
the case where pitch, Vocal Tract Length (VTL) and/or LF source
are altered. Finally, the two models (LF vocoder and LF+HM) are
evaluated in analysis-synthesis, time/pitch scaling modifications as
well as interesting transformations like gender/age transphonation,
conversion to dwarf/giant, voice relaxation, whispering voice syn-
thesis etc.
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The LF model and ARX-LF-based inverse filtering is described
in Section 2. Section 3 presents the new improved version of LF-
vocoder. Section 4 proposes a novel ARX-LF-based model that uses
a harmonic representation for the LF residual and presents a method-
ology that incorporates LF, pitch and VTL modifications into that
model. Informal evaluation results and voice transformation exam-
ples are discussed in Section 5. Section 6 concludes the paper.

2. GLOTTAL INVERSION

The glottal flow signal is usually addressed through its derivative
(GFD), which incorporates the effect of the lip’s radiation to the sig-
nal observed at the glottis. The LF model [8] represents the glottal
source signal with 5 parameters: one for the location of the glottal
source (the reference is usually the GCI; the Glottal Closure Instant),
one for the amplitude and three to define the shape of the glottal flow.
Among the possible parameter sets to define the shape, the vector
θ = (Oq, αm, Qa) has been chosen: Oq corresponds to the open

quotient (Oq = Te
T0

), αm to the asymmetry coefficient (αm =
Tp

Te
)

and Qa to the return phase quotient (Qa = ta−tc
(1−Oq)T0

). The explicit

expression of the glottal flow derivative for one glottal cycle is given
by:

g(t) =

{
E1e

at sin(wt) 0 ≤ t ≤ Te

−E2

[
e−b(t−Te) − e−b(T0−Te)

]
Te ≤ t ≤ T0

where the parameters a, b and w are implicitly related to θ.
Given the above assumptions, the speech signal s(n) can be rep-

resented by means of an ARX model [9]:

s(n) = −
p∑

k=1

ak(n)s(n− k) + b0g(n) + r(n), (1)

where g(n) denotes the LF glottal flow derivative and ak(n) are the
time-varying coefficients of the order p AR model characterizing the
vocal tract. Coefficient b0 is related to the LF waveform amplitude
while r(n) will be referred to as the LF residual signal.

The estimation of the parameters of the ARX-LF model is a hard
optimization problem that in [6] is solved in time-domain using a
codebook of LF glottal waveforms, a Viterbi algorithm to search for
the optimal sequence of LF waveforms and GCI using some con-
tinuity constraints, a simplex algorithm to compensate the discrete
nature of the LF codebook, warped linear prediction for the estima-
tion of the vocal tract and a suitable AR order selection.

The LF residual r(n) contains a variety of information that is
neither captured by the glottal flow derivative g(n) nor by the AR
filter: 1) fine spectral information from the misfit of the AR spectral
envelope, 2) LF parameter estimation errors, 3) nonlinear effects (i.e.
ripples) from the unmodeled source/vocal tract interactions [10], 4)
non-deterministic components of the excitation (i.e. friction noise,
high-band noise, etc), and 5) potential modeling mismatches asso-
ciated with the accuracy of the linear source/filter speech produc-
tion model and the LF excitation model (i.e. at higher frequencies).
Since, modeling mismatches and analysis errors may always exist in
practice, it is interesting to develop methods that are natively robust
to such conditions. Accordingly, we propose and evaluate three rep-
resentations of the LF residual r(n): a HNM [6], a modulated noise
model [7] and a harmonic model (Section 4).

3. THE LF VOCODER

The LF vocoder replaces the LF residual r(n) with a non-deterministic
component that is a mixture of modulated and unmodulated wide-
band noise. A schematic representation of the LF vocoder speech
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Fig. 1. The Liljencrant-Fant model

synthesis procedure is presented in Figure 2. The LF glottal flow
derivative g(n) is integrated with a 2-tap IIR filter to produce the
glottal flow signal. A DC component is then added to the glottal
flow and the modified glottal flow signal is used to modulate white
noise. The idea of augmenting the LF excitation with LF modulated
noise is not new [11],[12]. Similarly, it has been observed that
noise is well incorporated into the signal when it exhibits a pitch
synchronous time-domain distribution [13]. The DC component
accounts for a percentage of friction noise that passes through the
vocal chords during both the open and the closed phase [12], and it
has been fixed to be 20% of the maximum value of the glottal flow.
Since the modulated noise signal exhibits a quasi-harmonic structure
in the spectral domain, the introduction of the DC offset rises the
interharmonic noise level.

This type of modulated noise is suitable for most voiced
phonemes but not for partially devoiced phonemes, voiced frica-
tives and transient frames between voiced and unvoiced speech
segments. For the latter cases, it is better to bury the modulated
noise into unmodulated noise in order to compensate the strong
unvoiced character of the corresponding frame. In Figure 2 this is
made by first decorrelating the noise using a delay element with a
random delay of k samples and then mixing it with the modulated
noise according to a proportion ν ∈ [0, 1]. Again, in the spectral
domain, this procedure rises the interharmonic noise level. The
non-deterministic part e(n) is then mixed with the LF glottal flow
g(n) according to a proportion γ ∈ [0, 1]. Both proportions ν and
γ are directly estimated from the energy ratio between the glottal
flow derivative g(n) and the LF residual r(n) using some simple
weighting functions [7]. The synthesis of the voiced frames ends
by derivating the excitation subsequently by applying the vocal tract
AR filter.

The first version of the LF vocoder [7] suffered a performance
degradation from the treatment of unvoiced frames and transients
(between voiced and unvoiced segments). In [7], transient frames
were synthesized by mixing a voiced component that was extrap-
olated from the nearest voiced frame with a locally computed un-
voiced component. In this paper we propose to synthesize transient
frames using only the voiced component. The parameters of each
transient frame are now re-estimated by extrapolating the AR coef-
ficients and the LF parameters from the nearest voiced frame, esti-
mating the corresponding GCI locations using pitch information and,
finally, performing a local search to refine the estimated GCI loca-
tions and the corresponding fundamental period. A Signal-To-Noise
(SNR)-based criterion ensures that unvoiced frames will not be char-
acterized as voiced. Thus, in the new version of the LF vocoder,
there are only voiced and unvoiced frames.

Another improvement is made to the synthesis of unvoiced
speech segments. In [7], the unvoiced segments were synthesized
using a parametric modulated noise model suitable for low bit-rate
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Fig. 2. Voiced synthesis using the LF Vocoder

quantization and modification but lacking high-quality. In this pa-
per we retain the original unvoiced speech waveform and we use
a PSOLA-like technique to concatenate it with the voiced (poten-
tially modified) speech signal. Initially, during analysis, we assign
a virtual GCI to the unvoiced region. For unvoiced to voiced tran-
sitions, for example, the virtual GCI is at t′c = tc − T0 where tc

is the nearest GCI of the voiced region and T0 the corresponding
fundamental period. Similarly, for voiced to unvoiced transitions,
t′c = tc + T0. During synthesis, the virtual GCI t′c is used to
concatenate the unvoiced signal with the voiced signal as if both
were voiced using a PSOLA-like approach [5]. During pitch/source
modifications, the proposed scheme reduces the concatenation dis-
tortion between unvoiced and voiced segments, especially when the
unvoiced segment (undesirably) contains a voiced glottal period or a
vowel onset. In that case, the virtual GCI is an approximation of the
location of the GCI of the glottal cycle that is incorrectly classified
into the unvoiced region, and as such, it can be efficiently used for
concatenation with PSOLA-type approaches. Furthermore, the qual-
ity of the concatenation is not effected when the unvoiced segment
contains only unvoiced information. Finally, note that the unvoiced
segments can be efficiently quantized using CELP techniques [14].
Therefore, the new LF vocoder can still be used as a low bit-rate
representation suitable for embedded text-to-speech synthesis.

A significant advantage of the LF vocoder is that its fully para-
metric nature allows a wide range of modifications to be made na-
tively in the parametric space. Thus, time/pitch modifications are
made by simply changing the fundamental period of voiced frames
and using a frame insertion/deletion mechanism that ensures the de-
sirable tempo. A glottal source modification is made directly on the
LF parameters, while vocal tract modifications are made directly on
the AR spectral envelope.

4. THE LF + HARMONICS MODEL

The LF+HM model represents the LF residual r(n) as a sum of har-
monically related sinusoids:

r(n) ≈
K∑

k=1

Ak cos(kω0n + φk), (2)

where ω0 is the fundamental frequency (in rad/s), Ak the ampli-
tudes and φk the phases of the harmonically related sinusoids. The
analysis of r(n) is made up to a cutoff frequency of 7800 Hz us-
ing typical least squares methods [1]. In analysis-synthesis, LF+HM
closely approximates the original waveform because the harmonic

residual r(n) increases the reconstruction SNR higher than 20 dB.
Upon pitch scaling, LF source or vocal tract modifications, though,
the LF residual r(n) must be altered accordingly.

Let us consider vocal tract length (VTL) modifications. An in-
crease of the length of the vocal tract corresponds to a linear shift of
the formants towards lower frequencies and vice versa [15]. Since
pitch and VTL are correlated with speaker size, gender and age [15],
it is possible to perform the corresponding transformations using
simple frequency scaling ω′ = λω, or more generally using a fre-
quency warping function ω′ = fw(ω). Such a vocal tract transfor-
mation may however lead to a potential misalignment between the
spectral details contained in the residual R(z) and the modified vocal
tract. In order to compensate this, it is necessary to resample R(ejω)

at the warped frequency axis ω′: R̃(ejkω0) = R(ejf−1
w (kω′0)), where

R̃(z) is the new (modified) LF residual. Since we have access only
to the harmonics R(ejkω0) of the LF residual, we must resort to

some type of interpolation to obtain R̃(ejkω0). Satisfying results are
obtained if amplitudes are linearly interpolated in the logarithmic
domain and phases are computed using nearest neighbor interpola-
tion.

For pitch scaling modifications, the modified LF residual
R̃(ejω) must be resampled at the new harmonic frequencies kω′0,
where ω′0 is the new fundamental frequency. For that purpose, the
same interpolation scheme as described above is used.

Glottal source modifications are less straightforward. Let
U(z) = b0G(z) + R(z) be the z-tranform of the AR excitation

from equation (1) and G̃(z) be the desired glottal flow derivative ac-
cording to the LF model. We propose the following transformation
of the glottal source U(z):

Ũ(z) = μ
G̃(z)

G(z)
U(z) = μb0G̃(z) + μ

G̃(z)

G(z)
R(z), (3)

where μ is a scale factor that preserves the energy of the excitation.
The latter transformation performs two tasks; first, it changes the LF
source G(z) with the new one G̃(z), second, it shapes the spectrum
of the residual in a way that is consistent with the modification of
the source. Therefore, the new residual is

R̂(kω′0) = μ
G̃(kω′0)
G(kω′0)

R̃(kω′0). (4)

The latter operation can be computed directly on the amplitudes and
the phases of the harmonics of R̃(z),G(z) and G̃(z). Furthermore,
all the modifications of the LF residual can be computed efficiently
in one step. The synthesis is made by mixing the new LF source and

the LF residual R̂(kω′0) while ensuring that the energy ratio between
the two components is not altered.

Analysis, synthesis and modification of voiced frames is made
in a pitch-synchronous manner using a window of two fundamental
periods. Unvoiced speech and voiced/unvoiced concatenation are
treated as described in Section 3. In fact, LF+HM and LF-vocoder
share a considerable amount of code and differ only on the synthesis
of the (voiced) glottal cycle. In addition, LF+HM uses the same
information (pitch, energy, energy ratio, LF, vocal tract) with the LF
vocoder, augmented only by a second layer of information that holds
the harmonic representation of the residual.

5. EXPERIMENTS AND RESULTS

The voice transformation abilities of the two presented models are
demonstrated by making compound modifications that alter pitch,
vocal source and VTL simultaneously. With an appropriate pitch
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scaling and VTL modification we can alter the perceived age, gen-
der and size of the speaker [15]. For example, starting from a male
voice, a female voice can be obtained by shifting formants 20%
higher and raising pitch 60-100% (depending on the average pitch
of the utterance). Reverse modifications convert female voices to
male voices. A dwarf voice can be synthesized by shifting formants
higher (reducing VTL) and lowering pitch by 0-25%. Raising pitch
significantly (100%-300%) and scaling formants by 33-50% gives
the impression of a child. Lowering pitch significantly while scaling
formants downwards generates a toy voice that sounds like a giant
character. All these modifications can be made together with glot-
tal source modifications. For example, the LF-vocoder can synthe-
size whispering voice by ignoring the LF source (i.e. setting energy
ratio to zero) and applying a dynamic compression scheme on the
energy of each frame. It can be used to synthesize a whispering
child. A relaxed voice can be synthesized by increasing the asym-
metry coefficient αm and the return phase of the LF glottal flow
derivative: Thus, we are able to generate the toy voice of a relaxed
giant character. An elaborated evaluation of the quality, the natural-
ness or the pertinence of the transformations is beyond the scope of
this paper. Furthermore, the aim of the paper is to demonstrate the
ability of changing voice properties and not to propose systematic
modifications for voice generation. For this purpose, we provide a
range of proof-of-concept transformation examples to the multime-
dia database of the conference.

The overall impression that we obtained from several informal
listening tests is that LF+HM provides analysis/synthesis results that
are nearly indistinguishable from the original speech. This is not the
case of the LF-vocoder which provides speech slightly inferior than
LF+HM, although the newer version of the LF vocoder is much im-
proved over the previous version. The advantage of LF+HM over
LF vocoder is kept when the modifications are relatively minor, i.e.
when pitch scaling is within ±40% of the original value or when
the glottal source is only slightly altered. However, the advantage
is gradually lost as modifications become stronger; for example, the
two models provide more-or-less the same quality when pitch mod-
ifications are higher than 100%. In high modification factors and/or
compound modifications of pitch, VTL and glottal source, we no-
ticed that LF-vocoder sometimes outperforms LF+HM. This may be
attributed to its parametric nature that allows a higher degree of con-
sistency between the deterministic and the stochastic part of the AR
excitation.

On the other hand, it must be stated that the performance of
ARX-LF-based source/filter models is intimately related to the suc-
cess of the glottal inversion process, which is not always guaran-
teed. For instance, in the vicinity of transient frames, the estimated
LF glottal flow occasionally fails to capture a plausible glottal wave-
form. The inversion is also sensitive to the recording conditions (e.g.
reverberation and noise) and also to the speaker’s speaking style
(e.g. creaky or breathy phonations). Such failures manifest them-
selves upon speech modification but remain very difficult to predict
by means of objective measures. Still, using the proposed models it
is possible to analyze entire speech corpora dedicated to speech syn-
thesis for which very pleasant and high quality transformations can
be done in a fully parametric manner.

6. CONCLUSION

Two ARX-LF-based speech models that allow a wide range of
speech modifications/transformations were presented in this paper.
They are versatile representations that map speech to parameters
directly associated with the speech production system. This per-

mits us to go beyond typical time/pitch scaling and conduct exotic
transformations like softening the voice of a speaker, synthesizing
whispering, breathy, creaky, harsh voice, etc. When coupled with
vocal tract transformations they can be used for gender and age mod-
ifications. Furthermore, the LF-vocoder is suitable for low-bit-rate
coding.
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