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ABSTRACT
Effective and robust visual tracking is one of the most im-

portant tasks for the intelligent visual surveillance. In this

paper, we proposed a novel method for detecting and tracking

moving people using the spatiotemporal latent semantic cues

and the incremental eigenspace tracking techniques. During

tracking process, the target appearance model is incremen-

tally learned in low dimensional tensor eigenspace by adap-

tively updating the eigenbasis and sample mean. At the same

time, the spatiotemporal latent semantic cues calibrate the es-

timation of tracking and detect new moving people coming

in the same surveillance scene. Experiment results show that

with the calibration based on spatiotemporal latent semantic

cues, the proposed method can track the moving people auto-

matically and effectively.

Index Terms— Tracking, detection, surveillance, eigen-

vectors, learning systems

1. INTRODUCTION

Object tracking mainly aims at locating the position of the

interesting object frame by frame and marking the regions

where the object is in each frame [1]. The main challenge

of the object tracking is to deal with the intrinsic and extrin-

sic appearance variations of the tracking target. Thus, how to

effectively model the appearance variations becomes a key to

the solution of the object tracking problems.

In recent years, a lot of research works have been done

for the object tracking based on target appearance modeling

and using the eigenspace analysis for object tracking has been

demonstrated to be effective by many works. Black and Jep-

son [2] proposed an algorithm by utilizing the representation

of pre-trained view-based eigenspace and a robust error norm

to model the appearance variations. Their algorithm makes

the assumption of subspace constancy in motion estimation

instead of using the assumption of brightness constancy in op-

tical flow based techniques. However, the robust performance

of this algorithm is at the cost of large amount of off-line

training images that may cover as much as possible appear-

ance variation (due to viewing angle or illumination) from

which to construct the eigenbasis. This requirement can not

be always fulfilled under many realistic visual surveillance.

A more flexible mixture model via online EM to explicitly

model the appearance change during tracking was recently

proposed by Fleet et al. [3]. Although their algorithm has

good discriminability between the variations of pose, illumi-

nation and expression, its treatment of the pixels in the tar-

get region makes it fail when background pixels are modeled

other than foreground during tracking. In order to treat the

tracking target as an abstract “thing” other than independent

pixels, Lim et al. proposed their online incremental learning

algorithm for robust visual tracking in [4]. Their algorithm is

also an online learning approach without training phase be-

cause it learns the eigenbasis during the object tracking pro-

cess. The efficient subspace update mechanism facilitates this

algorithm successfully track the object under varying pose

and illumination conditions. However, this robust tracking al-

gorithm may also drift from target under some circumstances,

such as small target size or strong noise. Based on the work of

Lim, Li et al. [5] and Zhang et al. [6] respectively proposed

their algorithm for object tracking.

Since many tracking methods require the object detection

before tracking begins, how can we properly incorporate the

detection and tracking algorithms into a more robust tracker?

Inspired by the work of Ishiguro et al. [7], we propose a

method to achieve robust moving people tracking by incor-

porating the incremental eigenspace tracking and spatiotem-

poral latent semantic analysis for moving people detection.

Although there are a lot of algorithms that have been pro-

posed for moving people detection, many of these algorithms

often fail when there is camera motion (pan-tilt-zoom) or in-

frequent background changes. Therefore, utilizing the inter-

est points for the moving people detection becomes more and

more popular recently because the interest points have a de-

sirable quality of illumination and camera viewpoint invari-

ance [1]. One of the interest point detection algorithms was

proposed by Harris et al. [8] to detect the interest points in

a still image by using an auto-correlation matrix. Although

this spatial algorithm can find a lot of interest points, many

of these points do not belong to the moving objects that the
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user really wants to detect and track in visual surveillance ap-

plication. Thus, some methods make use of the temporal in-

formation obtained from the consecutive video frames to re-

duce the spatial detection method errors. An extension of the

two-dimensional spatial interest point detection to the three-

dimension of space and time STIP was proposed by Laptev in

[9]. However, only using the STIP for detection can only de-

tect the spatial interest points which have the temporal chang-

ing information in the spatial region, but cannot differentiate

whether these points really belong to the moving people or to

the other objects. An effective way is to use these points to

generate some more discriminative features, which could rep-

resent the object or the moving people more effectively. In the

proposed work, we employ the (SIFT) features [10] trained

by pLSA [11] to obtain the latent semantic information for

moving people detection purpose. The detection process can

help the tracking algorithm to determine whether the tracker

drifts from the target and whether the new incoming objects

are moving people that need to be tracked or not. In section

2, we introduce proposed method, in section 3, we present the

experiment results and this paper will be concluded in section

4.

2. PROPOSED METHOD

The proposed method includes the tracking and calibration

based on spatiotemporal latent semantic cues of moving peo-

ple. The incremental eigenspace tracking algorithm will

firstly be introduced in general, then the spatiotemporal latent

semantic cues discovery of moving people will be presented,

finally we will describe how to calibrate the tracking result

by using the discovered cues.

2.1. Incremental eigenspace tracking

The algorithm of incremental eigenspace tracking is proposed

as an extension of the work sequential Karhunen-Loeve (SKL)

[12] by using an incremental PCA mechanism, which can up-

date the eigenbasis as well as mean. Suppose we have a d×n
data matrix A = {I1, I2, ..., In}, each column I is an obser-

vation, which is a d dimensional vector of image, the SVD of

A can be represented as A = UΣV �. If there is a new ob-

servation B = {I1, I2, ..., Im}, which is a d × m matrix, let

C =
[ A B ]

to be the concatenation of A and B, the SVD

of C can be represented as follows:

C =
[ A B ]

=
([

U B̃ ]
Ũ

)
Σ̃

(
Ṽ �

[
V � 0
0 I

])

(1)

In this equation, B̃ is the component of B orthogo-

nal to U , the Ũ and Ṽ � come from the SVD of matrix

Ũ Σ̃Ṽ � =
[

Σ U�B
0 B̃�B

]
. If we denote the means of A,B, C

as ĪA, ĪB, ĪC and scatter matrices (defined as the outer prod-

uct of the centered data matrix) as SA,SB,SC , the problem

caused by time-varying mean of the new coming data of

the SKL algorithm can be corrected by using the following

equation:

SC = SA + SB +
nm

n + m
(ĪB − ĪA)(ĪB − ĪA)� (2)

The mean of the C can be computed as ĪC = n
n+m ĪA +

m
n+m ĪB. If there is a forgetting factor f , ĪC can be modified

as ĪC = fn
fn+m ĪA + m

fn+m ĪB.

Then the tracking process is controlled by using a variant

type of condensation algorithm [13]. Given a set of observed

images It = {I1, I2, ..., It}, the estimation of the hidden data

variable Xt which describe the affine motion transformation

of the target at time t can be computed by

p(Xt|It) ∝ p(It|Xt)
∫

p(It|Xt−1)p(Xt−1|It−1)dXt−1

(3)

Here, the affine motion transformation Xt is composed

of six parameters including x, y translation, rotation angle,

scale, aspect ratio and skew direction at time t. These pa-

rameters are updated continually as they evolve over time.

However, at the beginning of tracking, the tracker need mo-

tion detection algorithm to detect the original location of the

object, and during the tracking process, the detection algo-

rithm calibrates the object location to help the tracker adjust

the target’s new position and also adds new tracker to the new

incoming moving people. Our moving people detection algo-

rithm based on latent semantic analysis is presented next.

2.2. Discovery of spatiotemporal latent semantic cues of
moving people

The Fig.1 shows the flowchart of the discovery of spa-

tiotemporal latent semantic cues of moving people. In this

flowchart, the rectangle boxes denote the process and the

ellipse boxes denote the process results. The whole process

begins with detecting the spatial interest points in every video

frame of training video by using the Harris [8] spatial inter-

est point detection algorithm. The next work is to find an

appropriate interest point descriptor that could represent the

features of these points. Our work choose the Scale Invariant

Feature Transform (SIFT) [10] to generate the features be-

cause (SIFT) features are scale and illumination invariant and

also robust to the camera motion such as pan, tilt and zooming

within a loose range. The output of this step is the spatial in-

terest points and the (SIFT) feature information of each video

frame, which is stored in a table called SPIP FV . Then

all the (SIFT) features of the entire training video frames

are clustered into several clusters to generate a codebook

whose codewords are the clustering centers of all the gener-

ated (SIFT) features. Each feature is then represented by its

codeword, the corresponding feature-codeword information
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Fig. 1. spatiotemporal latent semantic cues discovery

are stored in a table called FV CW . We then generate the

‘bag-of-words’ for every video frame which is the histogram

of codewords within each frame.

How to make use of ‘bag-of-words’ to find the latent cues

behind them is the reason why we employ the pLSA [11] for

training. Let t ∈ T = {t1, t2, ..., tk} be the hidden/latent cues

with each occurrence of codeword c ∈ C = {c1, c2, ..., cm}
in an image i ∈ I = {i1, i2, ..., in}. The final output of the

pLSA training process is a P (t|c) conditional probability ma-

trix TP CW . After discovering the latent cues, the next step

is to determine which cues should belong to the moving peo-

ple. We then find the spatiotemporal interest points from same

training images. The x,y position information of the obtained

spatiotemporal interest points are used to find the correspond-

ing (SIFT) feature in the table of SPIP FV . Next, the found

(SIFT) feature indices are used to look up the corresponding

codeword in the table FV CW , and we record these code-

words as {c′
1, c

′
2, ..., c

′
j} ∈ Cst

i ⊂ C and Cst
i is the spatiotem-

poral codeword collection and i ∈ {1, 2, ..., N} is the training

image number. Finally, the likelihood of each latent cues Lk

to the moving people can be computed by using equation (4),

Lk =
N∑

i=1

Lk
i = −

N∑
i=1

∑
tk∈T

c
′
j∈Cst

i

log P (tk|c′
j) (4)

Where the P (t|c) comes from the conditional probability

matrix TP CW , k denotes the cue index. For some cue k, if

Lk ≥ ε1 (ε1 is a threshold) is true, the cue k will be chosen

as the moving people cue, all the discovered cues of moving

people are denoted as Tmp. Discovery of the moving people

cues is done during the training process, which is carried out

before the tracking starts. We next present the tracking in

detail.

2.3. Tracking with Latent Semantic Cues

The moving people detection and calibration process runs at

the initialization and every tracking batch size interval of 5

frames. The process first detects spatial interest points in

the frame and generates the (SIFT) features for each point.

Then the codewords Cis corresponding to each features are

picked out by using the Earth Mover’s Distance [14]. Finally,

whether each point is on the moving people’s body or not is

determined by
∑

k∈Tmp
P (tk|ci) ≥ ε2 is true or not respec-

tively, where ε2 is a threshold.

Since a video frame can contain several moving people,

the points belonging to different people are then separated.

For this purpose the pairwise vertical and horizontal distance

between the (moving people) points and the aspect ratio of

group of points are computed first, which are then compared

against the standard metric coming from the moving people

templates which contain 406 types of different poses as shown

in Fig.2. The measurement using the templates should con-

sider setting the size of the templates proportional to the real

size of people in the surveillance scenes. After the points are

separated into different parts which denote different moving

people, each center position of the people are computed by

using the weighted mean of each group of points, the weight∑
k∈Tmp

P (tk|ci) is the likelihood of the point’s feature be-

longing to the moving people. The moving people regions

are identified, which are then tracked using the incremental

eigenspace tracking algorithm explained in section 2.1. In

fact the tracking algorithm can go out of tracking due to ac-

cumulative errors. Hence, the tracking needs to be calibrated

after every few frame interval of tracking batch size.

The calibration algorithm will check the centers and the

scales(width and height) of the tracking region. If the drift

distance of the target center accounts ξ portion of its scale, the

calibration of the center will be Pc = Pt ·ξ+Pd ·(1−ξ), here

the Pc is the new center of tracking region, the Pt is the old

region center and the Pd is the center computed by calibration

algorithm. For the tracking region, if the area difference be-

tween the tracking and calibration algorithm is over the ratio

ζ, the region computed by calibration will replace the old one.

In addition to the calibration, new moving people entering the

scene also need to be detected regularly. Therefore, on every

starting frame of the batch size interval (5 frames) moving

people detection and calibration processes are run and on the

intervening frames only the incremental eigenspace tracking

algorithm is run.

3. EXPERIMENTS AND RESULTS

To verify the accuracy and robustness of proposed algorithm,

we use the KTH database for training the cues. For track-

Fig. 2. Binary templates of moving people
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Fig. 3. Single people tracking in outdoor scenes

Fig. 4. Tracking results using PETS2006 database

ing test, we use our own surveillance video for the outdoor

test and PETS2006 database for the indoor test. Fig.3 shows

the tracking results of single people in outdoor scenes with

zooming camera. As can be seen, the proposed method can

track the moving people robustly even under dynamic back-

ground (spraying fountain and shaving trees) with zooming

camera. Fig.4 shows tracking results in the indoor scenes us-

ing PETS2006 database. The proposed method can also track

single or single group of people in the shown scenes robustly.

Fig.5 shows the multiple moving people tracking results using

PETS2006 database. The first row in Fig.5 shows the tracking

results only using incremental eigenspace tracking algorithm,

the second row shows the calibrated tracking results by using

the proposed method. The comparison between the tracking

results shows that with the calibration by using the latent se-

mantic cues, the tracking region is more accurate than only

using the incremental eigenspace tracking algorithm.

4. CONCLUSION

In this paper, we have proposed a method which is based

on the latent semantic cues for the moving people tracking.

Compared with only using the incremental eigenspace track-

ing algorithm, the results of experiments verify that with the

help of the latent semantic cues, the proposed method can

automatically and robustly track the moving people in a com-

plex background for the indoor and outdoor environment.
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