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ABSTRACT

In this paper the effects of receiver nonlinearities are examined for
clipping channels. The objective of this work is to determine the
optimal receiver functions for additive noise clipping channels. In
this case the optimal receiver function will be the one that maxi-
mizes the signal-to-noise-plus-distortion ratio (SNDR) between the
transmitted and received variables. To solve the problem we uti-
lize functional analysis to find a necessary condition for the SNDR-
maximizing receiver function. The results are general and can be ap-
plied for any noise and signal distribution. Furthermore, the results
show that for the example given, the linear receiver is not SNDR-
optimal.

Index Terms— Orthogonal frequency division multiplexing, se-
lected mapping, crest factor reduction, peak-to-average power ratio

1. INTRODUCTION

While it is common for communications channels to be assumed lin-
ear, there is almost always a nonlinear component to physical chan-
nels. The most obvious nonlinear characteristic of physical channels
is their peak-limited nature [1]. Because it is impossible to drive a
power amplifier (PA) with an infinite amount of power, there will be
some limit to the peak power allowed by the channel.

The obvious question is how a transmitter should be designed
when a peak limitation is imposed but the input signal is not lim-
ited to the same peak. This question is implicitly answered by the
vast body of papers that discuss the “pre-distortion” of PA nonlin-
earities [2-4]. Typically, the term “pre-distortion” implies that an
expanding nonlinear function is applied to signals before they reach
the PA. The goal of predistortion is to have the concatenation of the
predistortion function and the PA characteristic function be linear up
to the saturation power of the PA; such a peak-limited linear function
is known as a soft limiter. Implicit in all of this work is that the soft
limiter is the most desirable transmit function.

However, until [5] was published in 2005, it was not clear that
the soft limiter was optimal in any sense. In [5] it was demon-
strated that the soft limiter with gain is optimal in terms of the signal-
to-noise-plus-distortion ratio (SNDR) when the gain is chosen cor-
rectly. SNDR optimality is an important goal because SNDR has
been shown to be directed related to the bit error rate (BER) and
capacity [4-8].

In this work we seek to determine the SNDR-optimal receiver-
side functions in the presence of peak-limited channels. To accom-
plish this, we must first find an expression for the SNDR of additive
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Fig. 1. System diagram.

noise channels with both transmitter and receiver memoryless non-
linear functions. Next, we follow some functional analysis meth-
ods [9] to maximize the SNDR w.r.t to the receiver function.

Other work has considered channels where a receiver-side non-
linearity is used to compensate for a transmitter nonlinearity. Fre-
quently these schemes are found in PAR reduction literature un-
der the name of companding, which is a combination of the words
compress and expand [10-12]. In these schemes the receiver-side
function is typically chosen to be the inverse of the transmitter func-
tion. The idea is that the signal will be compressed at the transmitter
so as to avoid PA distortion and then expanded at the receiver with
the inverse function to “undo” the compressing function. While this
idea is intuitive, it was shown in [13] that using an inverse function
pair is necessarily sub-optimal in terms of SNDR. In light of this, the
obvious question is what are the SNDR-optimal receiver functions?
The objective of this paper is to seek an answer to this question.

2. SNDR FORMULATION

SNDR is defined as the ratio of signal power to uncorrelated noise
power. In [5], SNDR is derived for any transmitter non-linear mem-
oryless function. In this section we will extend the SNDR definition
to systems that have a nonlinear function both before and after noise
is added. That is, where nonlinearities exist on both the transmitter
(Tx) and receiver (Rx) sides of the channel.

2.1. SNDR of Transmitter Functions

To start, we review the SNDR formulation for transmitter nonlinear-
ities, which is the SNDR between output y + v and input x in Fig.
1. By writing y in terms of x and an uncorrelated distortion term, d
so that

y=g(z) =azx+d, M
where x is the input random variable to the transmitter nonlinearity,
g(+), we can express the SNDR by

|af*o?
o2 +o2’

SNDRy.y 40 = @

In (1) v is chosen so that E[dz*] = 0, where d is the distortion term.
It is important to include « in the formulation so that the distortion
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term will be uncorrelated with the useful signal, x. Refering to [5],
we can compute SNDR according to

|E[yz*]? _
Elly|?] — |Elyz*]|> + 0202

SNDRy ytv = 3)

2.2. SNDR of Transmitter and Receiver Functions

The SNDR analysis in the previous subsection applies to all mem-
oryless non-linear functions. Specifically, it is possible to use the
Bussgang decomposition even when the function involves additive
random variables. Thus, because the overall Tx-noise-Rx system
seen in Fig. 1 can be viewed as a memoryless non-linear function,
we can use the same formulation as was used for the Rx nonlinearity
by simply replacing all instances of y with z, so that

| Efzz]|?
o El2?] — |E[za*]]*

SNDR,.. = @)

Here, z = s(g(x) 4+ v). We still need to calculate E[zz"] and
E[|2|?] to determine the SNDR. However, since the non-linear func-
tion is in terms of the random variable v, we need to take the expec-
tations over both v and . To do this, we only need the joint density
fa,o(z,v). If we can assume that z and v are independent then it
will be possible to further simplify the joint pdf to a product of the
individual pdfs, fz,.(x,v) = fz(x)fu(v). This assumption is made
for all of the following analysis. Thus,

[

[ / 15 (9(z) + ) [ £ () fo () d dv, (6)

Elzz"] = x)+v)z” fz(x) fo(v) dz dv (5)

E[|2]’]

which should be simple to calculate numerically for any pair of func-
tions, g(-) and s(-) and any pair of distributions, f(z) and f,(v).
In [5], it was possible to simply use the magnitude pdf to calculate
these expectations. Here, that may not be possible because v and
g(x) will not necessarily add in-phase.

For verification, set s(x) = x which results in

E[zz"] = Elg(z) +v)a’]=E
E[|z|’] Ell(g(z) + )] = E

Plugging these into (4) and the original SNDR expression (3) fol-
lows.

In summary, the problem is to find the functions g(-) and s(-)
that maximize

g(x)a’] o

[
lg(@)*]+ o5 (8

| Efzz]|?
oL El2?] — | Elzax]]*”

SNDR,,. = 9)

where E[zz*] and E[|z|?] are defined in (5) and (6). Or, to be pre-
cise,

maximize

SNDRz.:[g(-) ,s(-)] (10)
9, 5()

When no constraints are placed on these functions the solution
is straight forward: g(z) = az where a — oo and s(x) = z;
i.e. both functions are linear. Furthermore, when an average power
constraint is placed on g(x), such as E[|g(z)|*] < a, then again the
solution is two linear function, but with the gain of g(-) chosen so
that the constraint is satisfied. As we will show, the problem is more
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complicated when a peak power constraint is placed on one or both
of the functions, such as

maximize
g(+), s(+)

SNDR. -[g(-), s(-)] 1n

subject to

max |g(z)|” < 1.

In addition to jointly optimizing both functions, two possible sub
problems can also be considered. One where the receiver function is
known and the transmitter needs to be derived and the other where
the transmitter function is known and the receiver is to be derived.

3. SNDR OPTIMIZATION

Using functional analysis [9] to optimize the SDNR w.r.t. either s(-)
or g(+), we need to solve

a J—
89($0)SNDR“[9(')7 s()]=0 (12)
and
B
Faan) SN PRa:lg(), ()] =0 )

simultaneously. Computing the partial w.r.t. s(xo), we find

0

MSNDRI,Z[g(J, s()] =
aifo)D as(zo) _, (14)
(02 E[|2]?] — |E[z2*]]?)

where N and D are the numerator and denominator of the SNDR
expression, respectively. To solve (13), we need the numerator of
(14) to be zero. Assuming real variables, and simplifying, we have

gf(i[ﬁ)]mﬂ - gSE([;j)]E[xz]. (15)
This same simplification holds for the partial w.r.t. g(z,).
Finally, it is necessary to solve for gf([;”:)], gf([;”j, gf([g‘::;, and
gsE([x ) which are
OF[xz]
0s(xo)

/ 7 @ = 0 fele™ o — o) fow)dv. (16)

where R4 is the set of values in the range of g(z) V = € R,

OE[Z%]
9s(x0)

— 25(z.) / e @ =) fle)de, ()

OFE[zz]

Og(z0) ./700 §'(9(x0) +v) fu (o) fo(v)dv, (18)

OE[2?]

0g(xo)
2 / 5(9(@) + )8 (9(20) +0) o (20) fu (v)dv. (19)



From here, it is difficult to further simplify the problem but insight
can be gained by analyzing some specific scenarios of interest. How-
ever, using these computations (16)-(19), it is possible to find func-
tions that satisfy (15) and its counterpart where the partials are w.r.t.
g(z,). Notice that this is a necessary but not sufficient condition for
the resulting functions to be SNDR optimal. It is possible that SNDR
is not convex in the functional space in which case local maxima,
minima and saddle points could result in solving (15) and its coun-
terpart where the partials are w.r.t. g(z,). In this case, to find the
optimal pair, all possible solutions would have to be enumerated to
determine which maximized the SNDR.

3.1. Example: Uniform Noise, Signal, Clipping Transmitter

As an example, let us assume that both the noise and the signal are
uniformly distributed and that the transmitter is a soft limiter with
gain of one. That is

T o~ U[_u17u1]a (20)

~ U[_'Uw,uU]: (21)

ug 2> 1, (22)
-1, z< -1

g(x) = z, lz] <1 (23)
1, x> 1.

‘We can compute

0E[xz]
0s(xo)
1 [, B
AUz Uy /ﬂng (o = 0)Ua(9™ (2o — v))Us(v)dv, (24)
where
1 — Uz, Uz
U’”(‘”):{ 0, ilfe[ st (25)

and U, (v) is similarly defined. Next, define

0ra(eo) 2 [ g7 o= 0)Uialg™ (o — )V (0)de
oy
f;jl To —vdv = %(—1 +u2 + 2upzo + mg),
To € [—up — 1, | —up + 1)Jus > 1 =81
;O"jll To —vdv =0,

_ To € [—Up + L iupy — D) Jus >1=38> (26)
f;o”_l Lo —vdv = %(1 —u? 4+ 2upzo + xg),

To € [Jtw — 1, up + D) Juw > 1 =83
ffzv To — VAV = Uy To,

To € [ty — 1, —uyp + 1) Juy <1 = 8a.

The partial w.r.t. s(z,) is

OE[z%]  2s(wo) [™ .
9s(zo)  Aduguy | —uy Uslg™ (@ =v))lu(v)dv. @7
Define

ger (o) 2 / " Ualg™ @0 — 0))Us (v)do

—Uy

fzfl dv = o+ 14 Uy, (UU, )681
=2, (s 20) € 52
A 8)

f dv——xo+1+uu, (umxo)

(

_ﬁf{ dv = 22U,

—uv

‘We need
O0E[zz] . 2, OE[Z?]
D510 Elz*] = Ds(z0) E[zz]. (29)
So,
o 25(x0)
2 @B = 2y () Ble]
uoz(20) E[2]  _
dnlao) Blogl — S0 0
where
%(71+uv+xo), (uv,xo) cS
qwz(mo) _ 0, (uvamo) S (31)
@22 (T0) %(1 — Uy + o), (U, o) € S3
Zo, (uv,wo) € 8.

Now it is necessary to find a function s(z,) so that (30) holds.
There is no clear systematic method for finding such an s(z,) and
the problem can be particularly difficult if there is a constraint on
s(zo). However, by conjecture, suppose that one way to satisfy (30)
is to introduce a variable multiplier so that

o= (%) (32)

s(xo) = aqzz(xo)

Thus, we have to find the value for a that satisfies (30). Fortunately,

2
g[[;z]] is a constant w.r.t. =, and the SNDR is scale invariant w.r.t.
s(x0), so it is not necessary to determine a. Thus, one candidate for
the SNDR-maximizing s(x,) among all possible functions for the

constraints in (20)-(23) is simply

(D (33)

s(@o) = qz2(20)

Interestingly, this function has no dependence on w,. This is
because one of the constraints was that u, > 1, which necessitates
some clipping. For the case when u, < 1, the transmitter appears
linear and the optimal receiver is simply linear.

Solution Functions: Fig. 2 is a plot of the solution functions s(x)
for different values of w,. It is not clear if these are SNDR-optimal
among all possible s(z), be we will show that they do outperform
the linear receiver. The plot shows several interesting features. The
first is that when the w,, > 1 which is the maximum output of g(x),
the solution receiver function actually zeros out part of the received
signal. The second is that when u, < 1, the solution function re-
ceiver is a piecewise function with different slopes in for different
input values.

SNDR Results: Fig. 3 is a plot of the SNDR of the proposed
s(z) in (33) and the SNDR of a linear receiver. We can see that most
of the difference occurs in the high noise regime, which is intuitive
as this is where the solution receiver differs the most from the linear
receiver. Although it is still not clear that this is the optimal s(x), it
is clear that this function is better than the linear receiver.

4. CONCLUSIONS

In this paper we have presented a necessary but not sufficient con-
dition for determining the optimal transmitter and receiver function
pairs in additive noise channels. To illustrate the concept, we used
an example where the transmitter function is a soft clipper and found
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Fig. 2. Optimal receiver functions for different noise distribution supports.
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Fig. 3. SNDR of for a linear receiver and for the proposed receiver
that satisfies (15).

the solution receiver function when both the noise and signal are uni-
formly distributed. In this example, we found that several dBs of
SNDR improvement are possible. In the future it will be of inter-
est to expand this work in three possible directions i) solve for other
practical examples where the noise takes on different distributions;
ii) reformulate the result for complex functions and variables; iii)
jointly solve for both the Tx and Rx functions.
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