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ABSTRACT

This paper proposes a bit-selective iterative processing

scheme for turbo equalization. We consider convolutionally

coded and turbo coded transmissions over inter-symbol inter-

ference (ISI) channels. The receiver starts with conventional

iterative channel equalization and decoding. After each iter-

ation, bit convergence status is measured via cross-entropy.

Short windows are then applied around unconverged bits and

the subsequent detection/decoding iterates only within the win-

dows. The rapid decrease in selected bits after each such iter-

ation reduces computational complexity significantly, but per-

formance is well maintained by utilizing the Markov property

in the trellis detection/decoding.

Index Terms— partial iteration, turbo equalization, turbo

decoding, cross-entropy criterion.

1. INTRODUCTION

The “turbo equalization” approach [3] [7] has shown strong

capability in mitigating ISI incurred by frequency selective

channels. In the original setting, the information data were

encoded with a convolutional code. To save more in transmis-

sion power, stronger error control codes such as turbo codes

are applied and the receiver performs turbo equalization with

turbo decoding [8] [6] [2] [10]. While these approaches have

excellent performance, the required computational complexi-

ties are often prohibitive when many iterations are needed.

To reduce equalization complexity, trellis states reduction

method such as delayed decision feedback sequence estima-

tion (DDFSE) [4] has been utilized. It feeds back hard deci-

sions on detected inputs to the last channel memory units, thus

reduces the trellis states to represent only the unknown chan-

nel memory units. The complexity reduction is roughly pro-

portionate to the states reduction. However, DDFSE gener-

ally suffers from performance degradation due to error prop-

agation. Furthermore, it does not reduce the complexity in

channel decoding. An effective joint complexity reduction

method is introduced in [1]. It is an extension from the well

known turbo decoding cross-entropy stop criterion [5] where

iteration stop is based on frame detection convergence.

In this paper, we consider another approach based on bit

convergence status. We extend the approach in [11] for turbo

decoding to turbo equalization. Complexity reduction is real-

ized by limiting the bits involved in each iteration. For con-

volutional codes, we measure cross-entropy between equal-

izer and decoder’s a posteriori distribution for each coded bit,

while for turbo codes we measure the cross-entropy for sys-

tematic bits at the output of component decoders, in order to

avoid slow convergence by the equalizer.

The rest of this paper is organized as follows. In section

II we specify the system models. We consider binary convo-

lutional codes and turbo codes at the transmitter, and specify

the corresponding receiver structures. Section III elaborates

on the bit-selection based processing algorithm. Section IV

shows the performance and corresponding complexity reduc-

tions by simulations. Finally, we conclude in section V.

2. SYSTEM MODELS

For simplicity, we consider binary phase shift keying (BPSK)

modulation for coded data frames. We restrict discussions to

ISI channels that can be modeled by an equivalent discrete-

time finite impulse response (FIR) filter so that MAP detec-

tion is feasible. Denote the information bit sequence as {u(k),
k = 1, 2, · · · , N}, the rate 1/vc coded bits as {cj(k), k =
1, 2, · · · , N j = 1, 2, · · · , vc}, the BPSK modulated symbols

{x(n), n = 1, 2, · · · , Nvc}, and the ISI channel impulse re-

sponse as {h(m),m = 0, 1, · · · ,M}. The received signal

after demodulation is represented by

y(n) =
M∑

m=0

h(m)x(n − m) + z(n) (1)

where z(n) is the additive white Guassian noise (AWGN)

with distribution N(0, σ2).
We consider the Log-MAP algorithm [9] at both the equal-

izer and the decoder(s). The equalizer computes log-likelihood

ratios (LLR) for each transmitted bit by [6]
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LEq(n) = L(x(n) | y)

= ln

∑
(S′,S)⇒+1

exp(An−1(S′) + Γn(S′, S) + Bn(S))

∑
(S′,S)⇒−1

exp(An−1(S′) + Γn(S′, S) + Bn(S))
.

(2)

The recursive computations for An(S), and Bn(S) are

An(S) = ln(
∑

allS′
exp(An−1(S′) + Γn(S′, S))) (3)

Bn(S′) = ln(
∑

allS

exp(Bn+1(S) + Γn(S′, S))). (4)

The branch transition metric Γn(S′, S) is defined as

Γn(S′, S) = − 1
2σ2

(y(n)−
M∑

m=0

h(m)x̂(n−m))2 + La
Eq(n)

(5)

with x̂(n − m)’s being the input to the ISI channel that can

cause the state transition from S′ to S, and La
Eq(n) the a priori

LLR about x(n). Furthermore, LEq(n) is decomposed into

LEq(n) = La
Eq(n) + Le

Eq(n) (6)

where Le
Eq(n) is referred to as the extrinsic information.

At the decoder, computations are largely in parallel with

(2) - (5). A major difference is that the transition branch met-

ric for the d-th systematic bit is [6],

Γd(S′, S) =
vc∑

j=1

1
2
Le

j(d)cj(d) + La
1(d) (7)

where Le
j(d) is extrinsic information for coded bit cj(d) pro-

duced by the equalizer, and La
1(d) being the a priori LLR on

the d-th systematic bit from the other component decoder.

3. PARTIAL ITERATIVE PROCESSING FOR TURBO
EQUALIZATION AND DECODING

The Markov property in (3) - (4), and the memoryless charac-

teristic in (5) and (7) for branch metric calculation imply that

if converged bits can be identified, then the Log-MAP detec-

tion/decoding within windows bounded by converged sym-

bols can produce largely the same results as those by com-

plete iterations. The boundary soft information for each win-

dow can be borrowed from previous iterations, to start the

shortened trellis detection. On the other hand, as in general

most bits in a frame converge fast after a few iterations, selec-

tive computation focusing on the uncoverged bits can be very

cost-effective. Extensive experiments have shown that a suffi-

ciently low cross-entropy value well indicates the bit conver-

gence while erroneous bits are mostly among those with high

Equalizer bit sequence

Decoder bit sequence

interleaver/de-interleaver

primary window secondary window

primary window secondary window

Fig. 1. Bit sequences and windows deployments for receivers

with a single decoder and an equalzier.

cross-entropy values. This suggests that we may select bits

with high cross-entropy and iterate detection/decoding among

a few converged bits around them.

Consider the first case where an equalizer is followed by a

single convolutional decoder, the cross-entropy on coded bits

can be measured by [1]

T i
Eq(n) ≈ |La,i

Eq(n) − La,i−1
Eq (n)|2

exp (|Li
Eq(n)|) (8)

where Li
Eq(n) is the a posteriori LLR.

After the i-th iteration, bits that satisfy T i(n) < T 1(n)10−3

are classified as converged, and otherwise as unconverged. A

short window is then applied around each unconverged bit,

both at the equalizer and at the decoder. These windows are

defined as primary windows. We denote the primary window

lengths at equalizer and decoder as 2N1
Eq + 1 and 2N1

De + 1,

respectively. Primary windows ensure that each unconverged

bit receives updated extrinsic information in future iterations.

For each neighboring, converged bit in the primary windows

at the equalizer, its interleaved position at the decoder is lo-

cated and a secondary window of length 2N2
De +1 is applied.

Vice versa, a secondary window of length 2N2
Eq + 1 is ap-

plied at the equalizer for each bit that after de-interleaving

resides in a primary window at the decoder. The employment

of secondary windows ensures that all bits in the primary win-

dows can receive updated extrinsic information, thus help de-

tect the unreliable bit at the center of each primary window.

After this process, the next equalization and decoding itera-

tion is restricted within the windowed pieces. The boundary

An(S) and Bn(S) values are inherited from the last itera-

tion to start the trellis computation. The updated La
Eq(n)’s

are only exchanged among the windowed bits. This proce-

dure is depicted in Fig. 1. Note that in this process windows

often overlap which reduces the overall amount of selected

bits. Furthermore, the original long trellis is replaced by some

short ones, which can help reduce detection/decoding delays

by parallel implementations.

For receivers with turbo decoding, we measure cross-entropy

at the two decoders’ output to utilize the faster decoding con-

vergence. In place of (8), we adopt [5]
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Fig. 2. Bit sequences and windows deployments for receivers

with two component decoders and an equalzier.

T i
De(d) ≈ |La,i

De,1(d) − La,i−1
De,1 (d)|2

exp (|Li
De,1(d)|) (9)

where Li
De,1(d)|) is the a posteriori LLR for the d-th system-

atic bit at the first decoder, and La,i
De,1(d) the a priori LLR.

The bit convergence criterion is T i
De,1(d) < T 1

De,1(d)10−3.

For unconverged bits, we apply primary and secondary win-

dows with lengths 2N1
De + 1 and 2N2

De + 1 at both decoders.

After each decoding iteration, the code bits from the two de-

coders are multiplexed and interleaved to form the input to the

equalizer, with windowing process specifying which bits are

to be further equalized. This procedure is illustrated in Fig. 2.

Considering the additional complexity incurred by bit se-

lection, we notice that (8) or (9) requires only 1 addition,

2 multiplications, and 1 exp() function. Note that here the

exp() function can be implemented using either a piece-wise

linear approximation or a look-up table. Overall, the extra

complexity is negligible compared with trellis detection.

4. SIMULATIONS

We test the algorithms with a static ISI channel. The FIR’s

coefficients are [
√

0.45,
√

0.25,
√

0.15,
√

0.1,
√

0.05]. In the

first case, a single recursive systematic convolutional (RSC)

encoder with the generator polynomials (37, 21) is employed.

The 2048-bit, half rate code is randomly interleaved before

modulation. The frame error rates (FER) are compared. Here

we denote CEq as the required complexity for a single full

equalization iteration, and Ccc
De for a single full convolutional

decoding iteration. The extra overhead by convergence mea-

Table 1. Complexity by partial iterations. An equalzier with

a convolutional decoder. Channel interleaver length 2048.

EbNo(dB) 4.5 5 5.5 6

Partial 4.20CEq 3.66CEq 3.20CEq 3.03CEq

iterations 4.53Ccc
De 3.97Ccc

De 3.47Ccc
De 3.11Ccc

De

Block Stop 3.93CEq 3.32CEq 3.05CEq 3.00CEq

iterations 3.93Ccc
De 3.32Ccc

De 3.05Ccc
De 3.00Ccc

De

surements and symbol selection are omitted(8) or (9). We set

2N1
Eq +1 = 2N1

De +1 = 15 and 2N2
Eq +1 = 2N2

De +1 = 3.

The maximum number of conventional complete iterations is

12, while for partial iterations it is limited to 18. Fig. 3 and

Table 1 compare the results. The proposed partial iterations

and the block stop method in [1] are similar in complexity

and performance, but provide different flexibilities. However,

the two methods can be combined such that if the block stop

method results in certain performance loss, partial iterations

can continue to detect the very few unconverged bits.

In the second case, the turbo code employs two identical

RSC (7, 5) encoders to produce a puctured, half rate code. A

random interleaver of length 2048 is also applied before mod-

ulation. For equalizer, only primary windows are applied. We

denote the complexity by a single complete turbo decoding

iteration as Ctc
De. The results are shown in Fig. 4 and Table 2.

5. CONCLUSIONS AND DISCUSSIONS

We propose a partial iterative equalization and channel de-

coding scheme. For receivers with an equalizer and a sin-

gle convolutional decoder, bit convergence is measured for

all coded bits. When the equalization is followed by turbo

decoding, we measure convergence status for systematic bits

at the two component decoders’ output. Unconverged bits are

applied with short windows and future iterations are restricted

within the windows. The rapid decreases in selected bits after

each iteration proportionately reduce the computational load.

As the performance is well maintained, the approach can be

categorized as a redundancy reduction method rather than a

complexity-performance trade-off.

From the detection/decoding on graphs point of view, the

proposed algorithm only passes selected extrinsic informa-

tion. The information flows are completely stopped when no

bits are selected. It can be easily verified that if part of the in-

formation flows become unchanged, then computations based

on these input become redundant. From this perspective, the

introduced windowing mechanism may be only one example

of reducing the redundancy. Further simplified detection al-

gorithms are expected in future work.
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Fig. 3. FER comparison for case I: An equalizer with a con-

volutional decoder. Channel interleaver length 2048.
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