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ABSTRACT

The decomposition of audio signals into perceptually mean-
ingful multiband modulation components opens up new pos-
sibilities for advanced signal processing. The signal adaptive
analysis approach proposed in this paper will be shown to pro-
vide a powerful handle on the signal’s perceptual properties:
pitch, timbre or roughness can be manipulated straight for-
ward. Additionally a synthesis method is specified providing
high subjective perceptual quality. Furthermore, as an appli-
cation example, a novel audio processing technique is pro-
posed which changes the key mode of a given piece of music
e.g. from major to minor key or vice versa.

1. INTRODUCTION

The task of decomposing a wide-band audio signal into a set
of components each comprising carrier, amplitude modula-
tion, and frequency modulation is an ill-defined problem with
an infinite number of solutions. Thus we pose the constraint
of the decomposition being straight forward interpretable and
perceptually meaningful in a sense that modulation process-
ing applied on the modulation information should produce
perceptually smooth results avoiding undesired artefacts in-
troduced by the limitations of the modulation representation
itself. This leads to the design goal, that the extracted car-
rier information alone should already allow for a coarse but
representative ’sketch’ reconstruction of the audio signal and
any successive application of modulation related information
should refine this representation towards full detail. This mo-
tivates the approach of partitioning the fullband signal by an
adaptive set of band pass filters having local spectral centers
of gravity as center frequencies rather than utilizing a static
filter bank. Each band pass signal is further decomposed into
amplitude modulation (AM) and frequency modulation (FM)
providing the desired decomposition.

The paper is structured as follows: First we relate our
work to other publications in the field. Then we motivate our
approach to modulation decomposition followed by a descrip-
tion of our modulation analysis/synthesis system. We show a
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novel application ("key mode change’) based on this method
in the field of post-production/audio effects, that has not been
considered possible so far.

2. BACKGROUND

The following analysis/synthesis strategy was initially pro-
posed in [1]. However, we see some relation to previous
work published by A. Master [2]. Moreover there are touch
points with recent work of A. Robel focused on solely mod-
eling sinusoidal components [3]. Another recent publication
of a similar decomposition is restricted to speech signals only
and relies on additional a-priori side information on the fun-
damental frequency and the number of carriers to be modeled.
In contrast to our method, psychoacoustic criteria are not part
of the model [4]. The basic idea of using signal adaptive band
pass filters dates back to a publication by A. Rao et al [5].
However there are also methods which use fixed band pass
filters [6][7].

In our proposal the audio signal is decomposed into a
signal adaptive set of (analytical) band pass signals, each of
which is further divided into a sinusoidal carrier and its AM
and FM. The set of band pass filters is computed such that on
one hand it seamlessly covers the full-band spectrum and on
the other hand the single filters are centered at local centers
of gravity (COG) each. Additionally the human perception
is accounted for by choosing the filter pass-band to follow
a perceptual scale e.g. the ERB scale [8]. The local COG
corresponds to the ‘mean’ frequency that is perceived by a
human listener due to the spectral contribution in that fre-
quency region. To see this relationship, note the equivalence
of COG and ‘intensity weighted average instantaneous fre-
quency’ (IWAIF) as derived in [9]. Moreover the use of band
pass signals centered at local COG positions correspond to
the ‘regions of influence’ based phase locking of traditional
phase vocoders [10][11][12][13]. Our band pass signal en-
velope representation and the traditional region-of-influence
phase locking both preserve the temporal envelope of a band
pass signal: Our one intrinsically and the latter one by ensur-
ing local spectral phase coherence during synthesis. AM and
FM with respect to a sinusoidal carrier of a frequency cor-
responding to the local COG are captured in the amplitude
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envelope and in the heterodyned phase of the analytical band
pass signals, respectively. A synthesis method renders the
output signal from the (processed) parameters, being carrier
frequency, AM and FM.

Two basic kinds of parameter processing are conceivable
[1]: change of carrier frequency while preserving modulation
and change of the degree of modulation detail while keeping
carriers unaffected. The first option is targeting at applica-
tions like pitch shift/correction or musical key transposition
the latter at timbre alterations for controlling auditory rough-
ness [14][15].

3. MODULATION ANALYSIS/SYNTHESIS

3.1. Analysis

The signal decomposition into carrier signals and their asso-
ciated modulation components is depicted in Figure 1. In the
picture, the theoretical signal flow for the extraction of one
component is shown. All other components are obtained in
a similar fashion. Practically, the extraction is carried out
jointly for all components on a block-by-block basis using
e.g. ablock size of N = 2% at 48 kHz sampling frequency
and 75% overlap, roughly corresponding to a time interval of
340 ms and a stride of 85 ms using a DFT on a windowed
signal block. The window is a ’flat top’ window according to
Equation (1). This ensures that the centered N/2 samples used
for synthesis are unaffected by the slopes of the analysis win-
dow. A higher degree of overlap may be used for improved
accuracy at the cost of increased computational complexity.

sin®(4) 0<i<if
wianalysis = 1 % < 1< % (1)
sin?(4&) M <i<N

Having the spectrum, next a set of signal adaptive spectral
weighting functions (having band pass characteristic) that are
each centered at a local COG positions has to be calculated.
Care has to be taken that the resulting set of filters on the one
hand covers the spectrum seamlessly and on the other hand
adjacent filters do not overlap too much since this will result
in undesired beating effects after the synthesis of (modified)
components. This involves some compromise with respect to
the bandwidth of the filters which should follow a perceptual
scale but, at the same time, have to provide seamless spectral
coverage and alignment with the local COG positions [1].

The resulting band pass weighting functions are applied to
the DFT spectrum each. A single sided iDFT on every band
pass spectrum yields the desired time domain analytical band
pass signals. An example of such a segmentation is shown in
Figure 2.

Subsequently, each analytic signal is heterodyned by its
estimated carrier frequency. Finally, the signal is further de-
composed into its amplitude envelope and its instantaneous
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Fig. 2. Spectral Segmentation

frequency (IF) track yielding the desired AM and FM sig-
nals. If a separate processing of AM and FM parameters is
intended, a subsequent smoothing of the FM, e.g. by con-
strained polynomial fitting, is adviseable in order to decouple
AM and FM and thereby minimize artifacts[1].

It should be stressed at this point that the perceptually cor-
rect spectral segmentation of the signal is of paramount im-
portance for a convincing result of any modulation parameter
processing.

3.2. Efficient spectral segmentation

To facilitate the task of segmenting the spectrum into per-
ceptually adapted non-uniform and, at the same time, COG
centered bands, a mapping of the magnitude spectrum is per-
formed onto a perceptually motivated scale prior to COG cal-
culation and segmentation. Now the problem is simplified to
an alignment of a set of approximately uniform segments with
respect to the signal’s local COG positions.

A suitable perceptual scale is the ERB scale [8] since it
can be expressed fully analytical. The mapped spectrum is
calculated by interpolation of the uniformly spaced support



points towards sample points according to the ERB scale de-
scribed by Equation (2).

ERB(f) = 21.4log,, (0.00437f + 1) )

The local COG candidates are estimated on the mapped mag-
nitude spectrum by searching positive-to-negative transitions
in the CogPos function defined in Equation (3).
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At time block m, for every spectral coefficient index k it
yields the relative offset towards the local center of gravity in
the spectral region that is covered by a smooth sliding window
w. The width B of the window is chosen in the range of 0.5-1
ERB. X(k,m) is the spectral coefficient k in time block m of
the mapped magnitude spectrum. Additionally, a first order
recursive temporal smoothing with time constant 7 is done.

A post selection/processing procedure ensures that the fi-
nal estimated COG positions are approximately equidistant
on a perceptual scale.

Last, the set of weighting functions having band pass
character is fitted to the final COG positions and mapped
back to the linear domain by interpolation of the ERB spaced
segment support points towards uniformly spaced sample
points. The same applies for the COG positions which di-
rectly translate to carrier frequencies.

3.3. Synthesis

The signal is synthesized on an additive basis of all compo-
nents. For one component the processing chain is shown in
Figure 3. Like the analysis, the synthesis is performed on a
block-by-block basis. Since only the centered N/2 portion of
each analysis block is used for synthesis, an overlap factor of
50% results. A component bonding mechanism is utilized to
blend AM and FM and align absolute phase for components
in spectral vicinity (measured on an ERB scale) of their pre-
decessors in a previous block. Blending is done in the param-
eter domain rather than on the readily synthesized signal, thus
beating effects between adjacent time blocks are avoided.

In detail firstly the FM signal is added to the carrier fre-
quency and the result is passed on to the overlap-add (OLA)
stage. The output is integrated to obtain the absolute phase
of the component to be synthesized. A sinusoidal oscillator
is fed by the resulting phase signal. The AM signal is pro-
cessed by a parallel OLA stage. Finally the oscillator’s out-
put is modulated in its amplitude by the resulting AM signal
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Fig. 4. Key mode change processing

to obtain the components’ additive contribution to the output
signal.

4. APPLICATION: POLYPHONIC KEY MODE
CHANGE

Transposing of an audio signal while maintaining original
playback speed is a challenging task. Using the proposed sys-
tem, this is achieved straight forward by multiplication of all
carrier components with a constant factor. Since the temporal
structure of the input signal is solely captured by the AM sig-
nals it is unaffected by the stretching of the carrier’s spectral
spacing.

An even more demanding effect can be obtained by se-
lective processing: the key mode of a piece of music can
be changed from e.g. minor to major or vice versa. There-
for, only a subset of carriers corresponding to certain prede-
fined frequency intervals is mapped to suitable new values.
To achieve this, the carrier frequencies are quantized to MIDI
notes which are subsequently mapped onto appropriate new
MIDI notes (using a-priori knowledge of mode and key of
the music item to be processed). The necessary processing is
depicted in Figure 4.

The MIDI notes/tones to be mapped can be derived from
the circle of fifth as depicted in Figure 5. Major to minor
conversion is obtained by a leap of three steps counterclock-
wise, minor to major change by three steps clockwise. Lastly,
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the mapped MIDI notes are converted back in order to ob-
tain the modified carrier frequencies that are used for syn-
thesis. A dedicated MIDI note onset/offset detection is not
required since the temporal characteristics are predominantly
represented by the unmodified AM and thus preserved.

5. CONCLUSION

A novel method of multiband perceptual modulation analysis,
processing and synthesis of audio signals has been proposed.
Specifically, the analysis consists of a signal adaptive decom-
position of the audio signal into sets of carriers, amplitude
modulation (AM) and frequency modulation (FM). An effi-
cient realization of the scheme using spectral mapping onto a
perceptual scale has been given. Furthermore a suitable syn-
thesis scheme for high quality audio rendering from modu-
lation parameters has been proposed. The application of this
method to the task of a key mode change of polyphonic pieces
of music has been demonstrated.
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