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ABSTRACT 
Nowadays, most multimedia is stored in compressed bit stream 
format to save the storage apace or transmission time. This study 
proposes a novel technique for embedding flexible amounts of 
data in the bitmap of the improved Ordered Dither Block 
Truncation Coding (ODBTC) image, where the ordered dithering 
is used to dither the quantized BTC image to avoid the annoying 
false contour and blocking effect inherently existed in BTC image. 
Moreover, the LUT strategy is also used to significantly reduce 
the complexity. The inverse halftoning and the second round of 
halftoning are employed as the key steps in locating the embedded 
information bits. Experimental results demonstrate that an 
objective good quality image with flexible capacity and 
reasonable complexity is obtained. Moreover, the correct 
decoding rate of 100% is maintained, and the original host 
ODBTC image can also be reconstructed in the decoder when 
needed, which significantly boosts the flexibility in image quality 
control.  
Index Terms block truncation coding, ordered dithering, false 
contour, blocking effect, halftoning, data hiding. 
 

1. INTRODUCTION 
With the rapid advancement of information technology, the 
Internet has become a convenient channel for data transmission. 
The impetus for digital watermarking in order to maintain control 
over one’s ownership and data integrity during transmission of 
images thus arises [1]. 

Block truncation coding (BTC) [2, 3], presented by Delp and 
Mitchell in 1979 provides a simple and efficient compression 
solution. To encode each non-overlapping image block, all pixels 
in each block are replaced by two characteristic values which 
preserve the first and second moment. For every block, only its 
high mean, low mean and bitmap need to be transmitted for an 
image of high visual quality to be reconstructed at the receiving 
end. To improve image quality, many schemes have been 
proposed. These includes BTC algorithms combined with vector 
quantization (VQ) [4] or discrete cosine transform (DCT) [5]; 
modified algorithms of BTC such as the absolute moment BTC 
(AMBTC) have also been proposed [6]. Yang and Tsai [7] 
proposed an Improved BTC (IBTC) method using a set of 
predefined line and edge bit planes adaptively selected to yield 
lower bit rates and better reconstructed image quality. 

In the first part of this paper, we present a novel method of 
BTC which incorporates the use of ordered dithering [8, 9]. 
Ordered dithering has originally been used in digital halftoning 
whereby multi-tone images are converted into two-tone formats. 
These two-tone formats are widely used in computer printouts, 
books, newspapers, and magazines [8], [9] as they still resemble a 
continuous image due to the low-pass nature of the Human Visual 
System (HVS).There are many kinds of halftoning techniques, 
including ordered dithering, error diffusion, direct binary search, 
and dot diffusion. Among these, ordered dithering provides good 
image quality and the lowest computational complexity. In this 
paper, we have employed the dither array in ordered dithering to 
use in thresholding instead of the block average in BTC, for the 

generation of the bitmap. The extreme pixel values, the maxima 
and minima, in a block have also used in place of the high mean 
and low mean to optimize the effects of a dither screen. 

Data hiding schemes using BTC have also been looked into 
previously. For example, in a paper by Tu and Hsu [10], an 
ownership share, which is a combination of the image and its 
watermark, is generated as a key and leaves the original image 
unmodified. The ownership share is then required in the process 
of decoding. Lin and Chang [11] also proposed a data hiding 
scheme for BTC compressed images, by embedding information 
into the high and low means, alternating one bit value according 
to the messages’ value, as well as into the bitmap using the 
minimum distortion algorithm. This creates sufficient hiding 
capacity, yet maintaining traditional BTC image quality. However, 
these approaches cannot recover the original BTC image when 
needed, and the embedded capacity is not flexible. 

The main part of this work looks into utilizing the bitmap 
generated by ODBTC for data hiding purposes based on the 
Embeddable Cells Selection (ECS) that provides good image 
quality and flexible capacity with reasonable computational 
complexity. Moreover, the original ODBTC image can also be 
reconstructed in the decoder.  

The rest of the study is organized as follows. Section 2 
introduces the performance evaluations used in this work. Section 
3 introduces the proposed data hiding in ODBTC scheme. The 
experimental results are given in Section 4, and Section 5 draws 
conclusions. 
 

 2. PERFORMANCE EVALUATIONS 
Suppose an image of size QP , the quality assessment used in 
this study is defined as below: 
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where 
j,ix  denotes the original grayscale image; 

j,ix  denotes 

the reconstructed image; 
n,mw  denotes the Gaussian filter at 

position (m,n), and R denotes the support region of a Gaussian 
filter. In this work, the size of the filter is fixed at 7 7 with 
standard deviation =1.3, which is used to simulate the human 
visual response. 

The criterion used to evaluate the Correct Decoding Rate 
(CDR) of the secret message is defined as below: 
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where 
j,iBM  and 

j,i'BM  denote the original binary message 

and the decoded message, respectively. Both of the messages are 
of size NM . The symbol )(HD  denotes the Hamming 
distance between the two messages. The CDR is a measurement 
to determine the similarity between the original message and the 
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corresponding decoded message. A good data hiding scheme 
provides a higher CDR. 
 

3. PROPOSED DATA HIDING IN ODBTC 
A. Ordered Dither Block Truncation Coding (ODBTC) 
Suppose the maximum and minimum values of the block in BTC 
are denoted as  and , respectively. The size of the 
dither array is the same that of the divided block in BTC. The 
proposed ODBTC can be written as 

           (3) 

where  denotes the output pixel value, and 
 

. 

The reason that the previous high mean and low mean are 
replaced with the two extreme values,  and , is that 
the threshold values in dither array may be higher than that of the 
high mean or lower than that of the low mean. This phenomenon 
causes the reconstructed results perceived quite dull. A significant 
feature of the proposed ODBTC is the dither array LUT, where 
each specific size dither array has its corresponding 255 different 
scaling versions. The 255 scaling versions are obtained by 

                          (4) 

where , , and ; 

 

and 

 

denote the minimum and maximum values in dithered 

array. The dynamic range of is k, and the minimum value 

is 0. Consequently, the member values in  must be added 
by to provide a fair thresholding with the pixel values in a 

block. Since the dither arrays  can be pre-calculated 
off-line as a LUT for usage, the complexity can be significantly 
reduced. The complexity comparisons between the BTC and the 
ODBTC are organized in Table 1, where the number NM  in 
addition/subtraction field of ODBTC is the value shifting caused 
by adding as indicated in Eq. 3. The operation numbers in 
Table 1 are the sums in a block of size NM , which are 
proportional to the overall operation numbers of an image. The 
schematic diagram of the ODBTC is illustrated in Fig. 2.  
 
B. Data Hiding in ODBTC 
Since the bitmap of the ODBTC is similar to a dithering halftone 
image after thresholding with the proposed LUT dither arrays. In 
this work, the secret information is embedded in its bitmap. 
Figure 3(a) shows the encoded flow chart. The procedure of the 
proposed encoding is briefly introduced as below. The embedding 
is a cell-wise method. The secret information bits should be 
embedded into the high frequency cell of the bitmap. The 
thresholds in the dither array are arranged in a dispersed fashion. 
If a bitmap pattern belongs to the low frequency region of the 
image, then the dots in the pattern have higher likelihood of being 
in a checkerboard arrangement (black and white dots appear 
alternatively). Due to the low pass nature of the human eye, the 
alteration is easily perceived when pixel values are changed, since 
the modified portions are in clustered black or white. Conversely, 
if the bitmap pattern is in the high-frequency region of the image, 
the alteration is more difficult to be perceived. Hence, in the 
encoder, the high frequency cells in bitmap are first located with 
the proposed technique as introduced below. All the pixel values 
in the cell that corresponds to information bit 1 in the secret 
message are then reversed. The cells with close black and white 
pixel numbers can intuitively be exploited, so that even when all 
the pixel values in the cell are reversed, the average gray level is 

remained similar. For this reason, the cells with close black and 
white pixel numbers are reserved in the encoding. The detailed 
encoding is introduced as below. 

Because the halftone screen (Bayer-5) employed has 
diagonal symmetry property, the original bitmap is divided into 
cells of size 4 4. The first step of the embedding is to select and 
reverse the cell with nearly the number of black and white pixels 
satisfying the following equation: 

ThBWpixelwhite#pixelblack#                     (5)  

where 
ThBW  denotes an adjustable threshold parameter. The 

number of resersable cells rises as the values of 
ThBW  rises, and 

vice versa. In the second step, the cells are continuously extracted 
by filtering the reserved cells obtained from Eq. 5 with Eq. 6. 

minmax CONconnect#CON                          (6)  
Equation 6 searches for the cell with the highest frequency from 
the reserved cells retained by Eq. 5. The variable connect#  is 
defined as follows. Consider a pixel P at location (m, n) and its 
neighbors in a 3 3 region, as shown in Fig. 4. A variable con(m, 
n) is defined as follows: 
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where NM  stands for the size of the halftone screen, and 
equals 8x8 since the Bayer-5 halftone screen as shown in Fig. 1 is 
applied in this example. The variables 

maxCON and 
minCON  

denote the two other tunable parameters. The larger 
maxCON  

and smaller 
minCON  generally acquire more cells to embed 

secret messages. 
 In the third step, the pseudo random permutation secret message 
is embedded into the cells retained by Eq. 5 and Eq. 6. If an 
attempt is made to embed information bit 1, then all pixel values 
in the corresponding cell are reversed. If an information bit 0 is to 
be embedded, then all pixels values in a cell remain the same. 
 The maximum and minimum values in every 4 4 cell then in 
turn substitute the embedded bitmap to yield the embedded 
ODBTC image.  
 
C. Decoding 
Figure 3(b) shows the decoding flow chart and is introduced 
below. The key steps in decoding are the inverse halftoning and 
the second round halftoning. The cells corresponding to the 
information bit 1  can be located by comparing the bitmap in 
embedded ODBTC image with the second round dithered result of 
the bitmap (with high Hamming distance). However, the cells 
embedded with information 0 cannot be distinguished from the 
non-embeddable cells via the procedures described above. Hence, 
some side information such as the halftone screen, the parameters 

ThBW , 
minCON , and 

maxCON , are required to conduct the 
embeddable cell selection process as in the encoder to locate the 
embeddable cells. The details of the detection technique 
comprises of five steps as follows. 
Step 1: The bitmap of the embedded ODBTC image is processed 

with Eq. 5 to reserve cells with similar numbers of black 
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and white pixels. 
Step 2: Searching for the cells associate to high frequency regions 

from the reserved cells retained by Eq. 6. 
Step 3: These selected cells are then processed with inverse 

halftoning [12] and second round ordered dithering (using 
the same halftone screen as in the encoder). This step is an 
attempt to produce a temporary approximation version of 
the original dithered bitmap. 

Step 4: The Hamming distance, denoted as 
dH , between the 

“second round dithering cells” in step 3 and the 
corresponding cells in the original embedded ODBTC 
bitmap is calculated. If the 

dH  is greater or equal to half 
of the number of pixels in a cell, then this cell is 
confirmed to be embedded with an information bit “1”. 
Otherwise, this cell represents an information bit “0”. 

Step 5: The original bitmap can be recovered by reversing the 
pixel values of the embedded cell that corresponds to the 
information bit “1” in the secret message.  

 
4. EXPERIMENTAL RESULTS 

In this section, the proposed technique is adopted to demonstrate 
the performance of the proposed algorithm. The three parameters

ThBW , 
minCON and 

maxCON  are adjusted to control the 
capacity. The secret messages of size 64 64 and 128 128 as 
shown in Figs. 5(a) and 5(b) are embedded into host images of 
size 512 512 and 1024 1024, respectively. Figure 6 shows the 
embedded bit numbers of the eight tested images with different 
parameters (

minCON =0; 
maxCON =30 and 34; 

ThBW =12 and 16). 
The result indicates that using variables 

ThBW  of 12 and 16 
yields average embedded bits of 1255 and 1663, which equal to 
capacity 0.48% and 0.63%, respectively.  

Figures 7(a) shows the original Barbara image. Figures 7(b) 
shows the ODBTC results with objective PSNR value 39.95dB. 
Figures 7(c) shows the embedded ODBTC results with objective 
PSNR value 32.17dB. The corresponding decoded data is 
exhibited as white and black dots in Figs. 7(d), where the gray 
region contains no embedded information. These white and black 
dots associate to the positions of embedded cells as selected by 
the proposed embeddable cell selection technique. Notably, the 
correct decoding rates in all cases are 100%. Notably, the 
embeddable cell selection method is also applied to the other test 
images, and all the results achieve decoding rate 100%. Although 
the PSNR of these embedded ODBTC results are comparatively 
lower than that of the original ODBTC results, the original 
ODBTC results can be reversely obtained when needed in the 
receiver using the decoding rule introduced in Section 3C.  

Table 2 shows the average quality of the embedded 
ODBTC results using eight test images. The tested blocks are of 
size 16x16 and 32x32, and the three parameters ,148BWth

237CON max
 and 0CON min

. Since the proposed ODBTC 
provides higher image quality than that of the BTC, the embedded 
ODBTC results achieve even higher quality than BTC when block 
size 32x32 is employed as shown in the third row of Table 2. 

Some former approaches related to data hiding in BTC 
include Tu and Hsu [10] as well as Lin and Chang [11] providing 
the same secret message communication applications as the 
proposed method. However, unlike the proposed ODBTC-based 
approach, their approaches are based on the traditional BTC, and 
thus lower image quality is yielded. Moreover, both of the two 
former approaches cannot reconstruct the original BTC image. 
The proposed reversible technology outperforms to their methods 
when a high quality original ODBTC image is demanded in the 
decoder. 
 

5. CONCLUSIONS 

A novel data hiding technique is presented for embedding flexible 
amounts of data into an ODBTC image by tuning the parameters. 
The traditional BTC provides an efficient way to compress an 
image. However, the annoying false contour and blocking effect 
inherently existed in BTC image are the two major deficiencies. 
In this work, the ordered dithering is used to dither the quantized 
BTC image to avoid the above problems. Moreover, the LUT 
strategy is also used to significantly reduce the complexity. In data 
hiding application, the bitmap of an ODBTC image is adopted for 
message embedding. By dividing the bitmap into cells, the 
high-frequency region cells found with similar number of black 
and white pixels and low pixel connections are reserved due to the 
low sensitivity of the human eye to high frequencies. The secret 
data is then embedded into these cells. In the decoder, a blind 
decoding technique is applied with some side information, such as 
haftone screen, 

ThBW , 
minCON , and 

maxCON . The 
experimental results show that the average decoding rate of 100% 
can be achieved by suitably adjusting the parameters defined in 
this paper. Moreover, the lossless ODBTC image can be 
reconstructed in the decoder, which provides significant flexibility 
in image quality control. 
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