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ABSTRACT 
 

To provide more vivid perception, more and more ad-
vanced features, like the 4k 2k resolution and the multiview 
functionality, are emerging for TV. For a multiview video 
coding (MVC) encoder, motion and disparity estimation 
(ME/DE) take at least half the hardware requirement. To 
solve these challenges, a cache-based integer ME/DE algo-
rithm is proposed. With a cache memory as the search win-
dow buffer, a predictor-centered ME/DE algorithm is pre-
sented. The search range can be reduced to 16 pixels with 
less than 0.1dB quality drop compared with full search algo-
rithm. Based on this algorithm, an integer ME/DE chip de-
sign is realized. It can reduce 82% on-chip SRAM and 39% 
system bandwidth. Moreover, the search candidate require-
ment is also reduced by 79%. As the result, an ME/DE chip 
design for 4k 2k quad-HD H.264 and HDTV MVC is im-
plemented. 
 

Index Terms—Multiview video coding, H.264, motion 
estimation, quad high definition, cache memory 
 

1. INTRODUCTION 
 
For advanced TV applications, the vivid perception qual-

ity is required. Therefore, a large video resolution, like 
quad-HD, is recommended. In addition, multiview video 
can bring the viewers 3D and real perceptual experience by 
projecting multiple views from different viewing angles to 
users simultaneously. As the display technology evolves, 
lots of related applications, like 3D-TV [1] and free-
viewpoint TV (FTV) [2] are emerging. However, the com-
putation requirement for MVC sequences is huge especially 
in the high definition (HD) video specifications. For exam-
ple, 82.4TOPS computing power and 54.6TB/s memory 
access are required to encode a 3-view 1080p video with 
full search algorithm motion estimation (ME). In order to 
make the real-time multiview applications practical, a hard-
ware accelerator and an efficient multiview video coding 
(MVC) scheme are needed. MPEG 3D Audio/Video (3DAV) 
Group is working toward the standardization of MVC. The 
joint multiview video model (JMVM) is released by the 
MPEG 3DAV Group as the reference software and the re-

search platform [3]. In the JMVM, H.264/AVC is adopted 
as the base layer. In addition, the disparity estimation (DE), 
the most significant feature in JMVM, can effectively ex-
ploit the inter-view redundancy and saves 20% to 30% of 
bit rates. In HD multiview applications, extra on-chip mem-
ory and system bandwidth are required to store and load the 
reference frame data. It makes the hardware implementation 
for real-time applications more difficult. In this paper, a 
cache-based ME/DE algorithm for H.264 and MVC is pro-
posed. By adopting the cache memory as reference buffer 
and the ME/DE algorithm, the SRAM is reduced by 82%, 
the bandwidth is reduced by 39% and the PE requirement is 
reduced by 79 % compared with the previous H.264 design 
[8].  

The remaining of this paper is organized as follows: the 
problem statement and the proposed cache-based ME/DE 
algorithm is described in Sec. 2. Then, Sec. 3 shows the 
experimental results and Sec. 4 introduces the implementa-
tion result and the comparison. Finally, Sec. 5 summarizes 
this paper. 
 

2. DESINGE CHANLLENGES AND PROPOSED 
CACHE-BASED ME/DE ALGORITHM 

 
In an MVC system, all the viewing channels can be di-

vided into two types: the primary views and the secondary 
views. When processing primary views, the conventional 
H.264 coding scheme is adapted. On the other hand, dispari-
ty-compensated prediction is adopted as the coding tool for 
the secondary views. In an MVC system, DE is processed 
like multiple reference frame ME in H.264 to simplify the 
design.  

Our main design challenge is to reduce the on-chip 
memory requirement. In current H.264 hardware designs, 
the ME engine processes the current block with an on-chip 
memory buffering the searching area centered by the zero 
motion vector (MV). Based on this searching pattern, lots of 
schemes reusing the overlapped searching area between 
adjacent block, like level-C and level-C+ [9], can be imple-
mented. These data reusing schemes can save the off-chip 
memory bandwidth with the price of on-chip memory size. 
However, in HD video applications, the searching area in 
each reference frame grows up with the resolution. Take the 
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1080p stereo view video for example. If the ME search 
range is [ 96, 64] and the DE search range is half the ME 
search range, the total memory buffer is 134 Kbyte if the 
level-C data reusing scheme is adopted. Its area is equal to 
the area of 2M logic gates while using SRAMs in TSMC 
90nm memory compiler. In order to reduce this huge memo-
ry requirement, a predictor-centered search with the corres-
ponding cache-based memory management is proposed in 
this section. 

 
2.1. Overview of the Proposed Cache-Based Algorithm 

 
Figure 1 (a) shows the memory access patterns in prima-

ry views of the proposed algorithm. MVs from the neigh-
boring MBs are set as the initial hints first where the hint 
means the start candidate for ME. The MVs of the left, top-
left, top, top-right MBs, zero MV, and the MV predictor 
defined in H.264 for the 16x16 mode as the initial hints for 
primary views. The rate-distortion costs of these hints are 
evaluated, and the hint with the lowest cost is chosen as the 
best hint. The best hint is then set as the center of the refin-
ing range. 

Fig. 1 (b) shows the access patterns in secondary views. 
Besides using hints from the neighboring MBs, MVs from 
inter-views are also taken as the initial hints. Figure 2 shows 
the main concept of the inter-view hint generation. After 
gathering the MVs from the block matching result in the DE 
stage, inter-view MV hints can be extracted. 

The SRAM organization is another important design is-
sue. Assuming that the smallest addressable unit in the 
cache word is a 4 4-pixel block. When a non-word-aligned 
16 16 MB is needed, at most a word-aligned 20 20 pixel 
block is loaded. Thus, each hint contains 4 4 candidates 
instead of only one candidate in the cache-based flow since 
a 4 4 search can be performed for each hint. After the best 
hint is known, a word-aligned range centered by the best 
hint word is loaded as the refinement block. According to 
[4], 2 pixel refinement is sufficient for inter-view predic-
tors. In the proposed algorithm, the refinement range in the 
secondary view is modified to 4 4 pixels to fit the cache 
word. That is, the size of refinement range in secondary 
views is just the same as the size of the initial hint. Thus, no 
additional refinement is needed in secondary views. 

 
2.2. Data Prefetch Scheme 

 
To achieve parallel data processing, all variable block 

sizes share the same hints and the refinement area in the 
proposed algorithm. The result of the best hint in 16 16 
mode is used to all the variable block sizes. Because all the 
hints in primary views are MV results in neighboring MBs, 
the data can be known and prefetched to the cache in ad-
vance by the MB-level pipeline scheduling shown in Fig. 3. 
However, the refinement area cannot be prefetched because  

 
Fig. 1. Memory access patterns in cache-friendly ME. 

 
Fig. 2. Concept of the inter-view hint generation. Use MV2 
as the hint for MV1. 
 

 
Fig. 3. MB-level pipeline scheduling 

 
it needs the best hint result from the current IME stage. In 
the proposed algorithm, the refinement area of the current 
MB is assumed to be next to the refinement area of the left 
MB. Therefore, the refinement area can be prefetched by a 
level-C manner, as the dark region in Fig. 1 (a), in the pre-
vious pipeline. In the current pipeline stage, only the data 
that not prefetched needs to be reloaded. In the proposed 
flow, the on-chip cache size mainly depends on the size of 
refinement area and cache hit-rate. According to the analy-
sis in our previous work [5], an 8 Kbyte memory buffer can 
achieve 99.13% hit-rate if the required refinement range is 
set as 16 pixels. 

Being different from primary views, there are two kinds 
of the MV hints in secondary views. Hints from neighboring 
MBs can be prefetched just as hints in primary views. How-
ever, inter-view hints from the neighboring views cannot be 
prefetched in the same way because the value of these hints 
depends on the DE result. However, the bandwidth over-
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head resulted from these hints is only several cache words 
for reloading a miss-prefetched hint.  
 
2.3. Refinement Area Reduction 
 

Since the required cache size is dominated by the size of 
the refinement area, an intuitive way to save the memory 
size and bandwidth is to reduce the refinement area. How-
ever, the refinement size affects the R-D performance con-
siderably. Large refinement area can compensate the weak 
of initial refining center and maintain the R-D performance. 
In other words, an accurate initial refinement center can 
reduce the refinement area. Therefore, the motion informa-
tion preserving scheme is proposed to get more accurate 
initial hints and refining centers. In the proposed scheme, 
motion information is saved and reused in the intra-coded 
MBs. The MV predictor defined in standard H.264 is de-
rived from the MV field. As a result, when an MB is intra-
coded, its motion information is not encoded, and no MV is 
available. However, if the MV pointing to the best matched 
block is stored even if the intra mode wins the inter/intra 
mode decision, the MV can still be used as a predictor for 
neighbor MBs. Therefore, motion information is reused 
instead of being discarded even if the block is intra-coded.  

 
3. EXPERIMENTAL RESULT 

 
The proposed cache based ME/DE algorithm is imple-

mented by modifying the JMVM 4.4. First, the requirement 
of refinement range in primary views is analyzed in both the 
proposed cache based algorithm and the typical zero-
centered algorithm described in Sec. 2. Figure 4 shows the 
experimental result. The horizontal axis in Fig. 4 represents 
the size of search range, and the vertical axis represents the 
quality drop compared with the quality under the largest 
refinement. The quality drop saturates very fast in the pro-
posed algorithm. There is only less than 0.1 dB quality drop 
even if the search range is 16. It is because in the most of 
cases, MVs have small variance with neighboring MBs. 
Even in the high motion cases, MVs are still similar if the 
MBs are in the same object. However, the zero-centered 
algorithm cannot reflect this similarity. According to Fig. 4, 
the zero-centered search needs a 128 pixels searching 
range to compensate the quality drop. However, the pro-
posed one only needs a 16 pixels search range. Figure 5 
express the effect from the proposed refining center deci-
sion. The content in the testing sequence is a tractor with 
high speed. The performance of the algorithm without mo-
tion information preserving is much worse than the pro-
posed one. In Fig. 5, intra mode dominates the mode deci-
sion in most of the frame. It is because the cost in ME is 
trapped in the local minimum due to the bad initial hints. On 
the other hand, the proposed algorithm can still provide the 
accurate and robust initial hints. According to this advan-
tage, the requirement of  the  refinement  range  can  remain 
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Fig. 4. Comparison of required search area between zero-
centered full search and the proposed algorithm. 
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Fig. 5. Block type distribution at Tractor frame #502: (a) 
search range 16; with proposed refining center decision (b) 
search range 16; without proposed algorithm (c) search 
range 4; with proposed algorithm. 

38

39

40

41

42

43

44

45

46

47

0 5 10 15 20 25

PS
N

R
(d

B
)

Bitrate(Mbps)

Exit, 1080p

proposed

full search

 
Fig. 6. The Rate-Distortion comparison in secondary views. 
 
small, just like that of slow motion cases. Figure 6 shows 
the rate-distortion performance in the secondary views. As 
shown in Fig. 6, although no refinement is performed in the 
secondary views, there is only less than 0.1dB drop in these 
views due to the robust inter-view hints. 

 
4. IMPLEMENTATION AND COMPARISON 

 
Figure 7 shows the block diagram of the architecture. The 
location of hints is generated by snake-scan address genera-
tor. After computing the cost for each hint by SAD trees, the  
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Fig. 7. The proposed ME/DE architecture. 

 
Fig. 8. The chip layout and the specification of the predic-
tion core design. 
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Fig. 9. The candidate requirement in 4k 2k resolution.  
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Fig. 10. Comparison between the proposed algorithm and 
the prior-art: (a) On-chip SRAM (b) Bandwidth 
 
refining center can be speculated. Then, the address genera-
tor detects the missing part of the refinement area and rel-
oads it from the cache memory. At the same time, the data 
prefetching block predicts and prefetchs the refinement area 
for next MB. Based on the proposed algorithm and architec-
ture, a chip design is implemented. The detail of the specifi-
cations and the die photo are shown in Fig.8. The 
processing capability supports the integer ME for 4096
2160 pixels quad-HD single view  H.264  coding,  HDTV  
1080p  stereo-view MVC, and HDTV 720p four-view MVC. 
The comparisons with the previous H.264 design [6][7][8] 
are shown in Fig. 9 and Fig. 10. Compared with [8], the on-
chip SRAM area is reduced by 82% and bandwidth is re-

duced by 39% under the same video resolution. Moreover, 
the search candidates requirement is about 79% reduced. 
Thus, the proposed chip can support a larger processing 
capability to quad-HD specification with similar or even 
smaller hardware resource.  
 

5. CONCLUSION 
 
A cache-based integer ME/DE algorithm and chip design is 
proposed in this paper. By use of the cache memory as the 
reference frame buffer, a cache-based and predictor-
centered ME/DE algorithm is realized. By applying the pro-
posed refining center decision algorithm, the required 
searching range is reduced to 16 with less than 0.1 dB 
quality loss. Then, with the inter-view hint generation, the 
refining range in secondary views can be reduced to 4 4 
pixels. The memory requirement, including on-chip SRAM 
size and external memory bandwidth, is reduced because of 
the refinement area reduction. Compared with the latest 
H.264 encoder chip [8], the on-chip SRAM size is reduced 
by 82% and the system bandwidth is reduced by 39%. Fur-
thermore, the search candidate requirement is also 79% re-
duced under the same video resolution. Thus, the larger 
processing capability, 4k 2k quad-HD specification, can be 
supported with similar or even smaller hardware resources 
than the prior-art. As a result, an IME accelerator for HD 
MVC and quad-HD H.264 video coding is proposed. 
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