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ABSTRACT

Detecting and segmenting out the regions of interest (ROIs)

is one of the foundations in image processing and analysis.

Because the final information sink of images is human, for

segmenting out the ROIs effectively, we need to study hu-

man visual system (HVS) and imitate the behaviors when hu-

man viewing a scene. Researchers have found serveral factors

which affect human attentions by studying eye movements

when one views an image. In this paper, a method is pro-

posed to detect the ROIs automatically based on HVS. In the

proposed algorithm, the properties of pixels such as the con-

trast, location and edges are analyzed, and the pixels are en-

hanced according to the sensitivity of HVS. Then these fac-

tors are combined to a salient map, which classifies each pixel

of the image in relation to its perceptual importance. Finally,

the ROIs are segmented according to the salient map. This

algorithm is easy to work, and can segment the objects from

complex background efficiently.

Index Terms— region of interest, character of image, lo-

cal contrast, global contrast, salient map

1. INTRODUCTION

In image processing and computer vision, it is an important

problem to segment out regions of interest (ROIs) from im-

ages automatically. The most difficult work is how to detect

ROIs based on human visual attention, though it’s simple for

human beings. Researchers studied the movements of human

eyes and found characters of the image which affect the re-

sponse of human visual attention system. These characters

can be classified into low level and high level factors [1, 2].

Researchers have worked on how humans percept visual

information for decades and several methods for extracting

ROIs based on HVS are proposed. In the early years, most

methods are based on image segmentation working on one

characteristic of the image [3]. These methods are ineffective

to images which have complex background. Osberger and

Maeder [4] introduce an algorithm which simulate human vi-

sual attention system. But the success of this algorithm is
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limited to the segmentation which segments the image into

small regions for characters analyzing. Laurent Itti et al. [5]

use three features, color, orientation and intensity, to construct

the salient map which can locate the salient objects. In Itti’s

model, they use the Gaussian pyramid to analysis the texture

of the image. This algorithm can locate the salient object ef-

fectively. But with the down-sampling operator, it loses some

details of the salient objects, such as boundaries of the objects.

SooYeong Kwak et al. [6] and Ko Byoung Chul et al. [7] pro-

posed algorithms using attention window (AW) to detect the

salient objects. Both of these algorithms use Itti’s model to

construct the salient map. When there are multi-objects sep-

arated in the image, the AW will not work(see figure 5 and 6

for example).

We introduce a novel algorithm which directly analyzes

individual pixel. We analyze three factors, i.e. contrast, edge

and location, to get the characteristic charts of the image.

Then we combine these characteristic charts to form a salient

map and segment the ROIs based on it. The main contribu-

tion of our algorithm is: first, it is easy to work and can detect

multi-objects in an image; second, it can locate the salient ob-

jects and get the boundaries of the salient objects effectively.

We test a lot of images, our algorithm is hopeful. Our algo-

rithm have a higher accuracy and a broader application scope,

and it can be used to automatically segment the ROIs effec-

tively in various images with complex background.

In section 2, factors which affect the human visual atten-

tion are explicated in detail. Modeling the salient map and

segmenting the ROIs are introduced in section 3. The exper-

imental results are showed in section 4. In section 5, conclu-

sions are drawn.

2. THE HUMAN VISUAL ATTENTION SYSTEM

2.1. Factors influencing eye movements and attention

One of the main functions of human visual attention system is

to decrease the uncertainty when watching the scene. Selec-

tive visual attention plays an important role in visual attention

operation. It reduces the computation load of vision process-

ing and raises the speed of vision processing. Researchers

have found low level and high level factors which affect hu-

man visual attention system.
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The low factors generally can quickly guide human vi-

sual attention system and feed forward some information of

images. Some low factors have been found as follows:

1) Contrast [1]. Researchers indicate that human visual at-

tention system converts the luminance of the image into con-

trast at an early stage of processing. Pixels stand out from sur-

rounding will be more attractive, for example, while viewing

a lawn, a bright flower in it will certainly attract our attention.

2) Shape [2]. People pay more attention to those objects

whose shapes are long and thin, rather than objects which

have the same area and contrast. Edge reflects the shape of

object, so pixels in the edge attract more attention than oth-

ers.

3) Other low level factors that have been found which in-

fluence human visual attention include size, color, motion,

brightness, location and so on [4, 1, 2].

The high level factors involve some feedback process

from memory and may involve template matching. Re-

searchers have found some high level factors as follows:

1) Context [2]. When viewing an image, the brain will

control the movement of the visual attention focus by dealing

with the context of the image and find the ROIs according to

the feedback information.

2) Location [4]. Eye movement experiments have shown

that observers firstly focus on the center 25% of a scene to

find objects, namely, we pay more attention to the center of

images.

3) Foreground/background [4]. Visual attention experi-

ments indicate that human pay more attention to the fore-

ground to find the objects, and it may be much more likely

to neglect objects at the background.

4) People [1]. Human visual attention system is more fa-

miliar with information about human body and is very sen-

sitive to it. Human’s face, arm and other parts in images at-

tract more viewer attention when viewing images. It’s a very

salient high level factor.

2.2. Choosing factors influencing visual attention system

We only analyze three characters, i.e. intensity contrast, ob-

ject edge and location, to form the salient map of the image

and segment the ROIs based on the salient map. The model is

shown as fig. 1.

In all of these factors which influence the human visual

attention system, some may be more salient than others. Such

as the motion factor, it’s a very sensitive character. But what

we deal with in this paper is static picture, so we do not take

it into account. The factor of ’people’ is also very sensitive to

human visual attention system, but it is too complex to be an-

alyzed. We also have not considered some factors which have

relation with region for what we analyze here is individual

pixel.

Fig. 1. Block diagram for ROIs detecting

3. ALGORITHM FOR THE ROIS SEGMENTATION

3.1. Algorithm for modeling salient map

To form a salient map, we need to analyze some characters to

get the importance of each pixel. The basic operations of our

algorithm are shown as fig. 1.

First, we calculate the intensity contrast. If an object

stands out from its surrounding, it will certainly attract our

attention. It means that if pixels are different from its sur-

rounding or different from the global image, they may be

attractive. Every pixel’s intensity contrast to the global image

is calculated as follow [2]:

Gcontrast(x, y) =
|Lm(x, y)− LM |
Lm(x, y) + LM

(1)

where Lm(x, y) is the mean gray within a 7× 7 surrounding

of the center pixel, LM is the mean gray of the whole image.

The Differential of Gaussian (DoG) function indicates the

different between the center to its surrounding. We can use

the DoG function to calculate the contrast between the pixel

to its surrounding.

I(σi) = I ⊗G(σi) (2)

Fcontrast(x, y; σ1, σ2) = |I(x, y; σ1)− I(x, y; σ2)| (3)

where I is the input image, G(σ) is the Gaussian function.

We can get the local intensity contrast from equation 3.

The effect of the result is depending on the value of σ1 and

σ2. In this paper, we set σ1 = 1. There are some relationship

between the size of the objects and the value of σ2. When the

value of σ2 is small, this algorithm detects small objects in the

image more effectively. And with a big value of σ2, it detects

big objects more effectively. From experiment we know that

when the value of σ2 is about half of the object size, it can

detect the object much well. Human visual attention system

is not sensitive to small regions (less than 100 pixels). So we

set σ2 = 5 (with this value, it can detects small objects well)

or σ2 equal to a quarter of the image size (with this value,

it can detects big objects better) to form two local contrast

maps.

We combine the two maps with global non-linear normal-

ization followed by summation, denoted by N(·), into a local
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contrast map [3]. This normalization operator consists as fol-

lows:

• Normalize the value of the images to a fixed range.

• Find the global maximum value(M) and average value

of all the local maximum values(m̄).

• Globally multiplying the map by(M − m̄)2.

This normalization operator can globally promote maps

which have a small number of strong peaks, and globally sup-

press maps which contain numerous comparable peaks.

The local contrast map is constructing as following:

Lcontrast(x, y) =
3∑

i=2

N (Fcontrast(x, y; σ1, σi)) . (4)

Edge contains massive information of the image. It is a

primary factor of understanding objects in the image. We use

the Sobel operator to segment the edge information.

At last, we combine the global contrast map, local contrast

map and the edge map to form the contrast map(CM ) of the

image.

3.2. Algorithm for modeling weighting matrix

We choose the high level factors, location, as the weighting

factor. As we know, people pay more attention on the center

of the image. We found an equation which suits well with

the location character known to influence attention from our

studying. Each pixel’s weight of location is calculated as fol-

low:

Wcenter(x, y) =

{
1 if (x, y) ∈ center,
1+cos2 πr

2R

2 else.
(5)

where “center” is the central 1
4 × 1

4 of the image, r is the

distance from the pixel (x, y) to the central region, and R is

the distance from the edge to the central region.

3.3. Salient map and ROIs regions

Now we have acquired the contrast map and the weight of

each pixel the of the image. We define the salient map as

follow:

SM(x, y) = CM(x, y)Wcenter(x, y) (6)

In the salient map, each pixel’s luminance indicates the

importance to human visual attention. In other words, the

pixel with higher luminance attracts more attention. So we

set a suitable threshold to segment pixels which have higher

luminance. In our model, the salient map has almost indicated

the boundaries of the objects. So after a series of operators,

we can segment the ROIs of the image effectively.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 2. The ROIs segment of butterfly. (a) original image, (b)

local contrast, (c) global contrast, (d)edge , (e) contrast map,

(f) location map, (g) salient map, (h) ROIs

4. EXPERIMENTS AND DISCUSSION

We analyze a wide variety of images and from the results we

can see that the salient map can indicate the ROIs effectively.

Fig. 2 demonstrates the processes how we segment the

ROIs of an image. Fig. 2(a) is the original image(butterfly).

Fig. 2(b) demonstrates the difference between pixels from its

surrounding. Fig. 2(c) is the intensity contrast of pixels to the

global image. Fig. 2 (d) is the edge map. Fig. 2(e) is the

contrast map which is form by the combination of fig. 2(b),

(c), (d). Fig. 2(f) is the location feature map. Fig. 2(g) is

the salient map. This salient map is very different from Itti’s

model. We can just see the rough locations of the salient ob-

jects in Itti’s model. But in our model, we can see the salient

object’s(butterfly) location and its boundary clearly from the

salient map. Fig. 2(h) demonstrates a satisfying result of the

ROIs segmentation. The butterfly in the image is segmented

clearly from the background.

Figure 3, 4 and 5 show some results of ROIs segment by

using this algorithm. All of these salient maps can demon-

strate the salient objects locations and boundaries very clearly.

In figure 3 and figure 4, the salient objects are locating in the
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(a) (b)

Fig. 3. Skating boy. (a) original image, (b) salient map

(a) (b)

Fig. 4. Woman. (a) original image, (b) salient map

center of the image, our algorithm detects the salient objects

effectively from the background. In figure 5, there are two

salient objects and both of them are not locating in the center

of the image. From the fig 2(b), the salient map, we can see

that it indicate the objects well. We can segment the ROIs

effectively based on these salient maps. Figure 6 shows an

image with more complex background and multi-objects and

its salient map.

The algorithm we used to segment the ROIs combines 3

factors which affect human visual attention, and it is based

on individual pixel. Though the calculation here is simple but

effective, it can segment the ROIs successfully.

5. CONCLUSION

In this paper, we introduce a novel method to segment the

ROIs automatically. The algorithm is based on some produc-

tions from which scientists research human visual attention

system while viewing scenes. This algorithm has been de-

signed in a flexible manner which can accommodate to modi-

fications and be calculated easily. It’s efficient to both simple

and complex images.

However, many areas for improvement still remain. Our

method uses only intensity feature to form the contrast map,

we do not take the factor of color into account. When forming

the salient map, we just take four factors into account. While

the objects have a slight contrast from their surrounding, this

algorithm will be invalidation. We are working on some other

factors to deal with this problem.

(a) (b)

Fig. 5. Dog. (a) original image, (b) salient map

(a) (b)

Fig. 6. Girl. (a) original image, (b) salient map
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