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ABSTRACT
Using high throughput DNA binding data for transcription
factors and DNAmicroarray time course data, we constructed
four transcription regulatory networks and analysed them us-
ing a novel extension to the network component analysis
(NCA) approach. We incorporated probe level uncertainties
in gene expression measurements into the NCA analysis by
the application of probabilistic principal component analysis
(PPCA), and applied the method to data from yeast metabolic
cycle. Analysis shows statistically significant enhancement
to periodicity in a large fraction of the transcription factor
activities inferred from the model. For several of these we
found literature evidence of post-transcriptional regulation.
Accounting for probe level uncertainty of microarray mea-
surements leads to improved network component analysis.
Transcription factor profiles showing greater periodicity at
their activity levels, rather than at the corresponding mRNA
levels, for over half the regulators in the networks points to
extensive post-transcriptional regulations.

Index Terms— Network component analysis, Transcrip-
tion regulation, Microarray.

1. INTRODUCTION

Given time course data on the transcriptome of an organism,
the modelling task is to factorize the expression matrix into
temporal profiles of activities of the regulators and weights
corresponding to sensitivities between target genes and tran-
scription factors. This factorization is written as a matrix
equation: X = A S, whereX is the gene expression matrix
of N genes times K time points, A denotes the regulatory
binding matrix of dimension N genes times M transcription
factors and S, the activity profiles of the transcription factors,
M times K. The binding matrix A is derived from so called
ChIP-chip experiments [1].
The technique of Network Component Analysis (NCA)

was developed by Liao et al. [2] to achieve the factoriza-
tion above. They show that the connectivity matrix A has
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to satisfy a series of conditions to achieve unique factoriza-
tion. By careful construction of subnetworks from the binding
data, a subset of X can be factorized by least squares fitting.
Chang et al. [3, 4], extend the NCA model by a sequential
subspace projection approach and propose faster versions of
the decomposition. An alternative formulation for factorizing
the gene expression matrix was developed by Sanguinetti et
al. [5]. An important aspect of any inference procedure that
is based on experimental data is the quantification of mea-
surement uncertainties, and the propagation of the effect of
uncertainties in downstream inference. In this context, Milo
et al. [6] developed a procedure to quantify probe level uncer-
tainty in Affymetrix microarrays by fitting a Gamma density
function. Uncertainties quantified in this manner can be prop-
agated through downstream analysis [7].
In this paper we demonstrate how accounting for probe

level uncertainties in regulatory network inference enhances
the analysis. We use time course microarray data from Tu et
al. [8], and estimate four regulatory subnetworks, constructed
to satisfy identifiability constraints derived by Liao et al. [2].

2. APPROACH

2.1. Network component analysis

Let X (N × K) be the microarray measurement of the ex-
pression of N genes over K time points, S (M × K) be the
activities of the associated M transcription factors (TF) over
the same time span,A (N ×M ) be the regulation strength of
the transcription factor activities (TFA) on the gene expres-
sions, and Γ be the measurement noise. The following linear
model can be used to describe the gene regulatory network
[2]:

X = AS + Γ (1)

The technique of network component analysis (NCA) was
developed in [2] to estimate the unknown connectivity matrix
A and TFA matrix S if the following three constraints (re-
ferred to as NCA criteria) are satisfied: (a) the connectivity
matrix A is of full column rank; (b) when any one column
of A is removed together with the rows of A where the cor-
responding entries of the removed column is nonzero, the re-
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sulting sub-matrix ofA is still of full-column rank; and (c) S
has full row rank. NCA estimatesA and S by minimizing the
following objective function through alternating least squares
(ALS),

min
A,S

‖X − AS‖2 s.t. A ∈ Z0, (2)

where Z0 defines the network topology constraint forA. The
difficulty with NCA is that the iterative solution is computa-
tionally demanding and the ALS does not always converge to
the global minimum.
In subsequent work, Eq. 2 was regularized to improve the

stability of the estimation in an algorithm we will refer to as
NCAr, using the objective function:

min
A,S

‖X − AS‖2 + λ‖S‖2 s.t. A ∈ Z0. (3)

A more computationally efficient method, called FastNCA,
was proposed by Chang et al. [3, 4] to estimate A and S

through fitting the model by a series of subspace projections,
using an analytical solution of the problem in the noiseless
case.

2.2. Modelling uncertainty in microarray data

We note that the information contained in the measured data
for the model of Eq. 1 comes in two different forms, namely,
(i) the noise statistics Dn (see below) of the measurements.
and (ii) the microarray gene expression measurements X (af-
ter noise reduction). In accordance with these two sources of
information, which are of different nature, we propose a two-
step procedure, i.e. probabilistic PCA, for noise removal, fol-
lowed by FastNCA, to make use of cleaned microarray data
to recover the connectivity matrix of the network.
We assume that in Eq 1 the transcription factor activity,

the noise, and thus the gene expression are all Gaussian dis-
tributed, sn ∼ N(μ̃, I) and γn ∼ N(0, σ2

I), where xn, sn

and γn are the nth column of X,S and Γ, respectively. Let
sn = s̃n + μ̃ so that s̃n ∼ N(0, I), then from Eq 1 we have

xn = As̃n + μ + γn, (4)

where μ = Aμ̃. This model is used in the development of
probabilistic principal component analysis.
Microarray probe level uncertainty is expressed explicitly

in the model of Eq. 4, so that the measurement with uncer-
tainty is

x̂n = xn + νn = As̃n + μ + γn + νn, (5)

where the uncertainty vector νn ∼ N(0,Dn) is uncorre-
lated Gaussian with Dn diagonal and assumed known in this
model. In this paper, Dn will be estimated from probe-level
analysis of the gene expression data. Based on such a model
specification, we can apply the EM algorithm developed in
[9] to obtain maximum likelihood estimates of the unknown
A, s̃n, μ, and σ2. With the maximum likelihood estimates of
A, s̃n and μ, denoted as Ā, s̄n and μ̄, respectively, obtained

from the extended probabilistic PCA model of Eq. 5, we can
estimate xn as

x̄n = Ās̄n + μ̄. (6)

We now apply factorizations NCAr and FastNCA to the
reconstructed matrix X̄ whose columns are the estimated x̄n

in Eq. 6. Since the uncertainty has been accounted for in the
extended probabilistic PCA model, applying NCA to X̄ in-
stead ofX directly is expected to give improved performance.
We refer this approach to accounting for uncertainty in NCA
as uNCAr and uFastNCA, corresponding to NCAr and Fast-
NCA, respectively.
Networks to which NCA is applied typically have much

larger number of genes than the number of time points.
Hence, to have better computational efficiency and statistical
stability, in the preprocessing step of probabilistic PCA we
work with the transpose of the gene expression matrix with
the following model induced from the original NCA model
of Eq. 1,

X
T = S

T
A

T + Γ
T . (7)

3. RESULTS

3.1. Performance of uNCA on synthetic data

In an initial study (Fig. 1), we compared the performance of
uNCA and conventional NCA across different levels of un-
certainty on synthetic data. The average levels of uncertainty
are set at 1, 2, 5, and 10, which, in signal processing terms
approximates, 0 dB, 3 dB, 7 dB, and 10 dB, respectively.
Note that for the microarray data of yeast metabolic cycle
[8] to be studied in this paper, the uncertainty level is about
3.5 dB. For each case, 100 Monte Carlo simulations were
performed to calculate the average performance in terms of
mean square error of the estimated transcription factor activ-
ities as compared to ground truth. In this simulation we use
FastNCA and its counterpart under measurement uncertainty,
since Liao’s NCA is too slow to perform these simulations
in reasonable time. However, the conclusion should also ap-
ply to Liao’s NCA as the model specifications and objective
functions are the same. It was found that for every case and
every Monte Carlo simulation uNCA performs consistently
better than conventional NCA.
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Figure 1 Simulation results on synthetic data
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3.2. Probe-level processing of the microarray data

In the data analysis, we first estimate the measurement un-
certainty from analysis of probe-level data by multi-mgMOS
[10], then account for the uncertainty in the extended proba-
bilistic principal component analysis to reduce the uncertainty
and get a less-noisy reconstruction of the gene expression ma-
trix, and at last apply NCA methods (NCAr and FastNCA) to
the reconstructed gene expression matrix to get estimates of
the connectivity matrixA and also the transcription factor ac-
tivity (TFA) profiles S.

3.3. Sub-network design

Of over 200 yeast transcription factors annotated in databases,
there are 47 cell cycle related transcription factors and 83
metabolism related transcription factors. Of these, 29 and
49 were found in Lee et al.’s ChIP-chip experiment [1], re-
spectively, and were used in the construction of subnetworks
for further analysis. As in previous work, we set a threshold
p-value of 0.001, to obtain the connectivity topology [2, 4].
Four sub-networks were built to study these cell cycle

and metabolism related transcription factors. All these 4 sub-
networks satisty the conditions required by network compo-
nent analysis [2, 4].

• Network 1: as in Liao’s paper [2], it contains 33 tran-
scription factors, out of which 11 are related to cell cy-
cle. In the network there are 1300 genes regulated by
and only by these 33 transcription factors.

• Network 2: it contains 27 cell cycle related transcrip-
tion factors, and 802 genes are regulated by and only
by these 27 cell cycle related transcription factors.
The remaining 2 cell cycle related transcription fac-
tors, namely ASH1 and RIM101, are excluded from the
network in order to satisfy the conditions required by
network component analysis [2, 4].

• Network 3: it contains 24metabolism related transcrip-
tion factors and 512 genes regulated by and only by
these 24 transcription factors.

• Network 4: it contains another set of 24 metabolism
related transcription factors and 192 genes. Network 3
and network 4 cover 48 metabolism related transcrip-
tion factors, and the remaining one, namely MAL13, is
not included in order to satisfy the conditions required
by network component analysis.

Analysing the inferred temporal profiles of the transcription
factors in Network 1, we found that for 18 of the 33 regu-
lators, periodicity is enhanced at the estimated activity level
over the periodicity at the corresponding mRNA level: ABF1,
ACE2, FHL1, FKH1, GCN4, GRF10, HIR1, HIR2, MBP1, MCM1,
NDD1, NRG1, RLM1, SKN7, SMP1, STB1, SWI4 and SWI6. Most
of the periodicity enhancement is visible from the plots of
rows of matrixS, but we confirmed this by computing Fourier

transforms. Amongst these 18 is the leucine zipper protein,
GCN4, implicated in amino acid biosynthesis. This protein
is known to be post-translationally regulated [11], thus its
mRNA levels are not clear indicators of its dynamical reg-
ulatory action. Similarly, FKH1, HIR1 and NDD1 are targets
of the Puf family of RNA binding proteins (RNP) as demon-
strated in the genome-wide experiments published recently
[12]. Association with RNPs is suggestive of post transcrip-
tional regulation of these transcription factors. SWI6 is an-
other gene whose periodicity is enhanced at the protein level.
This protein is regulated in a complex manner [13] by peri-
odic movement in and out of the nucleus. It is suggested that
the protein is synthesized in an inactive form and is probably
activated only after shuttling in and out of the cytoplasm. The
active form of the protein being realised after such a post-
translational process is supportive of the observation of in-
creased periodicity. Such difference between periodicity at
the two different levels of observation has also been noted
by Sanguinetti et al. [5], using their Bayesian state-space
model, showing that 41 transcription factors they identified
as regulating metabolic cycle in Tu et al.[8]’s data, do not
show periodic expression at mRNA level. Similarly in the
other three networks, we noted several transcription factors
(15/27, 13/24 and 11/24 for networks two, three and four)
for which periodicity of the inferred activity profile was sig-
nificantly higher than that of the mRNA profile.

3.4. Modelling uncertainty enhances periodicity esti-
mates

For each of the four network, we used the R package GeneCycle
to test the periodicity of the mRNA profile and the periodicity
of the TFA profile estimated by NCA methods. The period-
icity is quantified by a p-value from Fisher’s g test, where
a smaller p-value means greater periodicity. Simulations
showed that in general the TFA of a transcription factor is
more periodic than its mRNA profile, and the TFAs estimated
by uNCAr and uFastCNA that account for measurement un-
certainty are more periodic than those estimated by NCAr
and FastNCA that do not account for the measurement un-
certainty. This was confirmed in a formal test for statistical
significance, as described below.
The TFs in the four networks are tested. In total there

are 108 TFs. In the following table, the first column “A > B”
means TFA profiles estimated by method A are more periodic
than those from method B; for the case of "mRNA", TFA
is compared with the corresponding raw mRNA expression
level; the second column is the number of TFs for which A
> B; and the third column is the p-value of the test of “A >
B” against the null-case “A is not different from B”. In the
null-case the number of TFs for which “A > B” has a binomial
distribution of n = 108 and p = 0.5, i.e., B(108, 0.5). The
p-values are calculated from this binomial distribution.
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# of TFs p-value
NCAr > mRNA 71 3.42E − 4
FastNCA > mRNA 55 0.39
uNCAr > mRNA 75 1.38E − 5
uFastNCA > mRNA 75 1.38E − 5
uNCAr > NCAr 77 2.16E − 6

uFastNCA > FastNCA 73 7.45E − 5

Table 1: Test of enhancement of periodicity.

The test of significance above confirms that: (a) Com-
pared to the mRNA profile, the TFA activities estimated by
various NCA algorithms are statistically more periodic, ex-
cept in the case of the conventional FastNCA algorithm that
does not account for uncertainty; and (b) the TFA profiles es-
timated by uNCAr and uFastNCA which account for mea-
surement uncertainty are more periodic than that of NCAr
and FastNCAwhich are conventional NCA algorithms not ac-
counting for the uncertainty. We recall similar enhancements
in reconstruction error demonstrated on synthetic data, when
measurement uncertainty was built into the model.

4. CONCLUSIONS

We have constructed four subnetworks that satisfy the con-
straints of Network Component Analysis and applied the
inference procedure to yeast metabolic cycle data. We have
used probabilistic principal component analysis to propagate
probe level uncertainty in microarray measurements through
such network analysis. Our study shows clear enhancement
of periodicity, for a number of transcription factors, at the
inferred regulator activity level when compared to the peri-
odicity at the mRNA expression level. This is reasonably
attributed to post transcriptional regulation of the transcrip-
tion factors. We have found several examples in the literature
for evidence of post transcriptional and post translational reg-
ulation that corroborates this view.
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