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ABSTRACT

A novel framework providing invariance to a class of non-
linear valumetric distortions, such as gamma correction, for
QIM-based watermarking techniques [1] is presented. Val-
umetric distortions are quite common in image and video
processings and the sensitivity to valumetric scalings rep-
resents the main weakness of the watermarking techniques
belonging to the quantization based class. The proposed
method amounts to perform a mapping of the host samples
in a proper transformed domain where the watermark is sub-
sequently embedded using a gain invariant QIM-based tech-
nique. The effectiveness of this approach has been verified
by applying the watermarking system using RDM [2], AQIM
[3] and DM in the logarithmic domain [4] as embedding
algorithms. Simulation results provide a useful comparison
of the performance of these different techniques within the
proposed scheme as well as they confirm the invariance to
nonlinear distortions.

Index Terms— Watermarking, nonadditive watermark-
ing channel, dither modulation

1. INTRODUCTION

The class of Quantization Index Modulation (QIM) algo-
rithms is a practical implementation of the informed em-
bedding data-hiding principle [5], which provides together
robustness to the AWGN channel and a high capacity ca-
pability. The main weakness of QIM-based watermarking
is its extreme sensitivity to valumetric distortions, i.e. any
kind of amplitude scaling or gamma correction. These kind
of distortions, which are quite common in audio and video
processing, usually have a minimal impact on the fidelity of
the attacked media but they can severely increase the bit error
rate (BER) because of the mismatch between the encoder and
decoder lattice volumes, since lattice-based quantizers are
usually adopted.
In the past years there has been a wide research in the

development of new techniques to cope with valumetric dis-
tortions. Many of these methods are focused on the fixed

gain attack but they lack of any skill to counteract nonlinear-
ity, which can impair the watermark retrieving. So methods
to preserve the watermark information when images undergo
gamma correction or other nonlinear distortions are obviously
welcome as not much literature exists on this problem [6], [7].
In this paper we propose a novel watermarking algorithm

that embeds the hidden message in a domain invariant to both
gain and power-law distortion, such as gamma correction,
by mapping the current host sample and a proper function
of some previously watermarked samples into a convenient
transformed domain. Here the embedding is performed ac-
cording to an embedding rule within the class of gain invari-
ant QIM-based methods.

2. GAIN INVARIANT QIM-BASED METHODS

In several techniques the gain scaling attack has been counter-
acted by embedding the watermark message in a domain in-
trinsically invariant to amplitude scalings. The Angular QIM
(AQIM) works by quantizing the angle formed by a host sig-
nal vector with respect to the origin in a hyperspherical co-
ordinate system, constituting a gain invariant embedding do-
main. The RDM instead, achieves the gain invariance by
quantizing the host samples with a variable step quantizer
whose size is a function of the L previous watermarked sam-
ples; the resulting quantizer step has the property to be gain
invariant adaptive at both encoder and decoder. Eventually,
the DM in the logarithmic domain proposes to quantize the
original host signal in this domain to embed the watermark.
In this framework a scaling resistant scheme can be obtained
by embedding the watermark into the difference between two
successive samples taken in the logarithmic domain.
The above listed techniques have been developed all to

cope with the fixed gain attack, shown in Fig. 1(a), lack-
ing then of any skill to cope with a nonlinear valumetric dis-
tortion. However in the proposed scheme a system invari-
ant to nonlinear valumetric distortion is obtained with any
of the cited methods through a proper data-domain transfor-
mation. In particular the whole system results robust to the
power-law attack, depicted in Fig. 1(b), which consists of
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a constant exponentiation and a constant gain scaling of the
amplitudes of the watermarked signal; gamma correction is
then a particular case of power-law attack. We assume that
on the channel a zero-mean additive white noise N with vari-
ance σ2

n and independent of the watermarked signal can be
added. Let α > 0 denote the gain parameter and γ > 0 the
exponent, the random variable denoting the attacked signal
is then: Z = α (Y + N)

γ . In this framework a valumetric
distortion is assumed to induce not perceptually significant
modifications and at the same time it may produce very high
MSE values; from the above considerations it is a rationale to
consider the attacking distortionDc caused only by the noise
and independently by α and γ, so that Dc = σ2

n.

(a) Fixed gain attack (b) Power-law attack

Fig. 1. Valumetric attack channels.

3. PROPOSEDWATERMARKING METHOD

Let xk denote the current sample to be marked and yk−1

denote the vector containing the Lh previously watermarked
sample, i.e. yk−1 = (yk−1, yk−2, · · · , yk−L).
As customary, the proposed method lays on the definition

of a domain intrinsically invariant to power-law distortions,
where the embedding and the decoding are performed. To
this aim we now introduce a mapping function from Cartesian
coordinates to the hyperbolic angle one:

u = −
1

2
log

(
t

s

)
(1)

The above function exhibits an interesting behavior
against a power-law scaling of both the terms of the inner
ratio:

u′ = −
1

2
log

(
αtγ

αsγ

)
= −

1

2
γ log

(
t

s

)
= γu (2)

Hence the basic idea is to apply a gain invariant QIM-
based scheme to the transformed variable u, so that the mes-
sage embedding is performed in a domain intrinsically invari-
ant to both gain scaling and exponentiation.
Here, the couple of variables (s, t) = (xk, h(yk−1)),

composed by the k-th host signal sample and a proper h func-
tion computed on the Lh previous watermarked samples, is
mapped into the transformed domain as

uk = −
1

2
log

(
h(yk−1)

xk

)
(3)

A function h : R
Lh → R (Lh ≥ 1) is thus needed with

the following the property h(αyγ) = αh(y)γ , being α > 0
and γ > 0. Within the set of functions having this property,
the geometric mean has been chosen for the forthcoming dis-
cussion, so that in the sequel it is assumed

h(yk−1) =

(
Lh∏
i=1

|yk−i|

)1/Lh

(4)

As sketched in Fig. 2, the k-th information bit mk is em-
bedded into the k-th sample uk by the chosen QIM-based en-
coding rule, obtaining the relative marked sample uQk .
After embedding has been performed, we need to con-

vert uQk back to the host domain; the resulting watermarked
sample yk is obtained by inverting the eq. (3), so that yk =
h(yk−1) exp

(
2uQk

)
.

Given the k-th received and possibly attacked sample zk,
the decoder has to map this sample into the transformed do-
main and retrieve the embedded information bit using the de-
coder of the chosen QIM-based method, as shown in Fig. 2.
Ideally we should map the coordinates (zk, h(yk−1)) to re-
cover the same quantized quantity at the encoder, but, due to
the unavailability of yk−1, we use zk−1 as an estimate. Hence
the received k-th sample in the transformed domain results

u′k = −
1

2
log

(
h(zk−1)

zk

)
(5)

The decoder output results intrinsically invariant to a
power-law attack applied to the watermarked signal. In fact
the gain α is cancelled out by the ratio between the current
received sample and h(zk−1), which is performed within
the mapping function; the power exponent becomes a gain
scaling in the transformed domain, with which a QIM-based
method robust to gain scaling can cope. Thus, recalling the
property of the function h and (1), in case of a power-law
attack in absence of noise Z = α (Y)

γ , we have

u′k = −
1

2
log

(
h(αz

γ
k−1

)

αz
γ
k

)
= −

1

2
log

(
αh(zk−1)

γ

αz
γ
k

)
=

= −γ
1

2
log

(
h(zk−1)

zk

)
= −γ

1

2
log

(
h(yk−1)

yk

)
= γuQk

(6)

As it was expected the received sample in the transformed
domain u′k is a scaled version of the equivalent sample at
the encoder side uk, from which a gain invariant QIM-based
method is able to retrieve the correct information bit.

4. EXPERIMENTAL RESULTS

In this section the effectiveness of the proposed algorithm
against the power-law attack is exposed and the results ob-
tained for different QIM-based techniques are compared. For
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Fig. 2. Block diagram of the log-transformed watermarking system.

analytical purposes the samples xk can be considered as gen-
erated according to a random variableX which resembles the
pixel image distribution, since the valumetric distortions are
typically performed in the space domain. Xk are then as-
sumed independent and identically distributed (i.i.d.) Gaus-
sian random variables with mean μx and variance σ2

x, con-
strained to have real value within the range [0, 255].
To evaluate the fidelity of the watermarked signal, the

document-to-watermark ratio (DWR) is used; it is computed
as the ratio between the power of the host sample sequence
and the embedding distortion Dw, which is defined as the
MSE of the embedding process. In all the experiments, the
DWR was fixed at 25 dB. The strength of the noise addition
attack is measured by the watermark-to-noise ratio (WNR),
which is the ratio between the embedding distortion Dw and
the attacking noise distortion Dc.
Fig. 3 shows the empirical values of the BER for the

RDM, the DM in the logarithmic domain and the AQIM ap-
plied in the transformed domain in case of power-law attack.
Moreover in Fig. 3 it is also shown the error probability of
the RDM applied in the host signal domain undergone to the
same attack, which is roughly one half as it was expected. The
experimental results confirm the invariance to power-law at-
tack of the proposed scheme for every QIM-based embedding
since the error probabilities are equal to the ones measured for
the Gaussian noise addition alone, here not presented. As it
was expected due to the higher performances in the host sig-
nal domain [2, 3, 4], the log-transformed RDM outperforms
the other tested schemes.
As second step we have evaluated how the memory vector

size affects the system performances. Hence, for different val-
ues of Lh, the DWR was evaluated and the error probability
of the whole encoding/decoding scheme was measured under
noise attack. We did not perform this test under power-law
attack since the proposed scheme has been proved to be in-
trinsically invariant to the corresponding modifications. Here
the results obtained for the log-transformed RDM are only ac-
counted for and they are exhibited in Fig. 4; here it is shown
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Fig. 3. Empirical values of the error probability for power-law
attack with α = .7 and γ = 1.2 (DWR = 25 dB).

that the BER is affected by unimportant changes for values
bigger than Lh = 25 and so does the DWR. The same behav-
ior has been obtained also for the other gain invariant QIM-
based techniques under the same experimental conditions.
Finally we have compared, under the addition of white

Gaussian noise, the empirical error probability of the log-
transformed RDM w.r.t. DM applied in the host domain. The
results, which are depicted in Fig. 5, show that the BER of
DM is considerably lower. The noise sensitivity of the pro-
posed scheme can be ascribed to the logarithmic transforma-
tion, since, due to the nonlinear behavior of logarithm, the
noise is not Gaussian and, above all, it is not additive at the
QIM decoder input.
A confirmation of the above hypothesis about the noise

sensitivity can be inferred by the BER comparison of the pro-
posed scheme and of the DM in the logarithmic domain ap-
plied to the host signal. Indeed, since both use a logarith-
mic mapping of the host samples, a similar behavior against
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Fig. 4. Empirical values of the error probability of the log-
transformed RDM (L = 50) for different values of Lh.

the AWGN channel is expected. To this aim we have mea-
sured the error probabilities for the log-transformed RDM
with Lh = 500 as memory size of the mapping function and
with L = 500 as memory size of the RDM, so that the system
could be assumed in a steady state. From the results shown in
Fig. 5 we can infer that, similarly to RDM which approaches
the DM for L going to infinity, the log-transformed RDM is
equivalent to DM in the logarithmic domain for L and Lh

going to infinity for an AWGN channel.
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Fig. 5. Empirical values of the error probability for DM,
log-transformed RDM and DM in the logarithmic domain
(DWR = 25 dB).

5. CONCLUSIONS

In this paper, we have introduced a novel extension to the clas-
sical gain invariant QIM-based techniques which makes the
whole scheme intrinsically invariant to the nonlinear power-
law attack. This behavior has been reached performing the
embedding in a convenient transformed domain that results
gain invariant and where the exponent becomes a gain scal-
ing, with which the referenced watermarking methods can
cope. The proposed scheme can be then easily fit for an
image watermarking method, providing robustness to power-
law attacks such as gamma correction. Experimental results
confirmed the invariance of the proposed scheme against the
power-law attack and showed that the best performances were
obtained using the RDM as embedding function. As future re-
search line it would be useful to investigate the use of a dirty-
paper trellis code in the embedding function and the combi-
nation of the proposed scheme with channel coding.
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