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Abstract—An anti-collusion fingerprinting system is developed
to protect media files against time-varying collusion attacks
based on the scalar Costa scheme (SCS) and colluder weight
recovery. We treat the host signal as a parallel Gaussian channel
and fingerprints as transmitted user signals. We decompose the
Gaussian channel into multiple independent subchannels, and
assign different user messages to different subchannels. Then,
colluder weights in collusion attacks can be estimated using pilot
symbols at the decoder, and all weights can be estimated and
compensated. As a result, the decoding region on the parametric
space can be recovered as an original format. It is shown by
experimental results that the proposed fingerprinting system has
excellent performance in colluder detection.

Index Terms—scalar Costa scheme, colluder weight estimation,
colluder weight recovery, minimum distance decoding, multime-
dia fingerprinting

I. INTRODUCTION

Fingerprinting is a traitor tracing technique that can be used
to identify colluders on multi-cast networks. It is a challenging
task for a fingerprinting system to allow high user capacity and
good detection capability in the presence of a large number of
colluders. Typically, we need many embedding bits to support
a large number of users and colluders, and these bits should
be designed, embedded and detected systematically.
To achieve this goal, the authors developed a fingerprinting

system in [1], [2], which is analogous to a multi-carrier
code-division-multi-access (MC-CDMA) communication sys-
tem with orthogonal spreading codes. An alternative to the
CDMA-based embedding method is the quantization index
modulation (QIM) [3]. Swaminathan et al. [4] explored the
possibility of employing QIM for anti-collusion fingerprinting
applications, where QIM with dither modulation (DM) or
spread transform dither modulation (STDM) was studied.
However, its performance was not as good as that of the spread
spectrum (SS) method.
In this work, we propose a new framework to design anti-

collusion fingerprinting systems based on the scalar Costa
scheme (SCS) and colluder weight recovery. This formulates
the collusion attack as a parallel Gaussian channel (PGC)
where user fingerprints are assigned to consecutive sample
groups through user assignment (UA). Then, colluder weights
in the collusion attacks are estimated through pilot-assisted
colluder weight estimation (PACWE) at the decoder, and all
weights are estimated and compensated. This recovery struc-
ture regenerates transmitted user messages with an excellent
capability in colluder detection and overcomes the limitations
of minimum distance decoding. The new fingerprinting system

has two main advantages. First, it is robust against time-
varying collusion attacks. Second, it offers high colluder
capacity (i.e., a higher number of identified colluders).
The rest of this paper is organized as follows. The model of

the information embedding and decoding system is provided in
Sec. II. The fingerprinting system based on SCS is described
in Sec. III. Then, the PACWE module and the corresponding
recovery structure at the decoder are presented in Sec. IV.
Experimental results are shown in Sec. V. Concluding remarks
and future research directions are described in Sec. VI.

II. SYSTEM MODEL
The information embedding and detection system is shown

by Fig. 1. The host signal is represented by a vector, x ∈ �T .
We desire embed message m in x. The embedding function
maps host signal x and message m to composite signal y,
y ∈ �T , via

y = f(x; m) (1)

where f(·) is an embedding function subject to a distortion
constraint. Here, we do not consider a secret key for embed-
ding. The distortion between x and y is denoted by ε(x, y),
which can be measured by

ε(x, y) = ‖x − y‖2 (2)

where ‖ · ‖2 denotes a squared distance.
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Fig. 1. Model of information embedding and decoding.

The input to the attack module is given by y, which can
be viewed as a channel using the analogy of a communication
system. The attack channel modifies input y to generate a
new output, ŷ ∈ �T . Here, it is assumed that the dimension
of the signal vector is not changed after the attack and the
synchronization between the embedder and the decoder is well
arranged. The decoder extracts message m̂, which is called the
estimate of the embedded message from output ŷ. It is also
assumed that the original host signal, x, is available in the
decoder, which is reasonable in the fingerprinting application
[5]. Then, by using the minimum distance decoding criterion,
one can obtain the estimate of the embedded message as

m̂ = g(ŷ; x) = arg min
m

‖ŷ − y(x; m)‖ (3)
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where g(·) is the decoding function, and ‖ · ‖ is a distance
between two vectors.

III. PROPOSED FINGERPRINTING SYSTEM
A theoretical embedding method with the Gaussian source

was proposed by Costa [6], which can be used for communica-
tions with the side information at the encoder. More recently,
in order to implement this theoretical result in practical sys-
tems, a distortion-compensated dither modulation (DC-DM)
method with the scalar uniform quantizer [3] or the scalar
Costa scheme (SCS) [7], [8] was investigated by researchers.
In this section, we will study the design of a new family of
fingerprints based on ideas along this line.
The overall structure of the proposed fingerprinting system

is shown in Fig. 2. It consists of five modules: 1) user ID ul

generation, 2) message ml embedding using dither vector dl,
3) user assignment, 4) time-varying collusion attacks denoted
by A(Ŷ|Y), and 5) minimum distance decoding and colluder
identification. We will discuss modules 2 - 5 in detail below.
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Fig. 2. The proposed fingerprinting system.

A. Distortion-Constrained Scalar Embedding

Suppose that user l transmit ID ul of length U for the
identification purpose, and the user ID, ul, is mapped to user
message ml of length M . Given a sample of host signal x, a
scalar Costa embedding function is defined as

yl =
{

Q0 (ax; ml) + (1 − a)x : ml = 0
Q1 (ax; ml) + (1 − a)x : ml = 1 (4)

where

Qc (x) = Q (x + dl,c) − dl,c, c = 0, 1

and where Q (x) = Δ �x/Δ� (Δ denotes a step size), dl,c is
a dither vector of length Nd for user l, parameter a ∈ [0, 1] is
used to compensate the distortion introduced by quantizer. The
absolute value of vector dl,c is usually set to Δ/4a. If a = 0,
then yl = x, which means that no messages are embedded. If
a = 1, Eq. (4) reduces to the dither modulation (DM) method.

B. User Assignment

We would like to distribute multimedia files over a network
via multi-cast using a fingerprinting technique. It is assumed
that the maximum number of users supported by the system
is L. To achieve this goal, we adopt the user assignment (UA)

scheme, which is analogous to wireless multiple-access com-
munication system [9]. Specifically, the fingerprinting system
divides samples into L consecutive independent sample-groups
and assigns each sample group to one of L users as shown in
Fig. 3. Furthermore, each user can have its own pilot symbols
for pilot-assisted colluder weight estimation (PACWE). Details
will be given in Sec. IV.

Selected sample index

User 1 User l User L
Pilot Pilot Pilot

Multimedia for user 1 Multimedia for user l Multimedia for user L

Fig. 3. Illustration of selected sample assignment to different users in the
proposed fingerprinting system.

C. Time-Varying Collusion Attack

We can divide users into two groups: malicious users (or
colluders) and innocent users. We use Φ to denote the set of
all users and Ω the set of colluders. Clearly, Ω is a subset
in Φ. Without loss of generality, we assume that there are L
users and K colluders in the system. That is, |Φ| = L and
|Ω| = K. A time-varying collusion attack from K colluders
in a set Ω can be expressed as

ŷ(i) =
∑
k∈Ω

hk(i)yk(i) + e(i) (5)

where yk(i) ∈ yk is the host signal for colluder k, hk(i) is the
time-varying weight for colluder k, e(i) is additive noise and
ŷ(i) ∈ ŷ is the colluded signal on ith sample. The weights
always need to satisfy ∑

k∈Ω

hk(i) = 1 (6)

where hk(i) �= 0 for all i. Furthermore, colluders can change
their colluder weights sample-by-sample in the same media
without the knowledge of embedding and detection algorithms

hk(r; q), r = 0, · · · , R(q) − 1 and q = 1, · · · , Q (7)

where R(q) denotes the number of samples in one segment
(which can vary segment-by-segment) and Q represents the
number of segments in a media file. Inside one segment,
we assume that colluder weights are highly correlated. Thus,
the duration of R(q) can represent the coherence time of a
collusion attack.

D. Minimum Distance Decoding and Colluder Identification

We introduce a two-stage colluder identification method: 1)
minimum distance decoding and 2) colluder identification. In
the first stage, we decode message m̂l from received attacked
signal ŷl. By applying the minimum distance decoding, we
get

m̂l = arg min
ml

‖aŷ − yl(ax; ml)‖ (8)
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where decoded message m̂l is mapped to an estimate of user
ID ûl. To identify colluders, we use a binary decision rule
that a given criterion satisfies or not in the second stage. The
probability function, Pr [ûk �= uk] for colluder k can be used
as a metric to measure the robustness against time-varying
collusion attacks. Mathematically, we can identify a colluder
using the following criterion:

Pavg =
1
U

U−1∑
i=0

Pr [ûk �= uk] (9)

and
supPavg

(
A(Ŷ|Y)

)
→ 0

where sup represents the supremum via the maximum of all
possible collusion attack combinations. If Eq. (9) and the
above condition hold, user k is identified as a colluder. One
critical requirement in the fingerprinting application is not to
accuse innocent users as colluders (i.e., the false alarm of
innocent users must be extremely small). Thus, it is typical
to allow a slightly higher miss rate to yield an extremely low
false alarm rate.

IV. COLLUDER WEIGHT ESTIMATION AND RECOVERY

Time-varying collusion attacks can be represented as a
parallel Gaussian channel (PGC) [10], [11] under the proposed
fingerprinting scheme as described in Sec. III. When colluder
k ∈ Ω chooses its weight hk(i) and noise term ek(i), its output
can be written as

ŷk(i) = hk(i)yk(i) + ek(i), k ∈ Ω. (10)

Here, we would like to recover colluder weights hk(i), k ∈ Ω,
from Eq. (10). The colluder weight hk(i) can be estimated
in the same manner as the uplink of wireless multiuser
communication. The decoder should have some knowledge of
the channel to apply advanced symbol detection techniques.
In practice, the channel state information (CSI) is obtained
by channel estimation techniques. Once the decoder knows
colluder weights, the collusion effect can be properly com-
pensated [7], [12].
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Fig. 4. Illustration of a parallel Gaussian channel.

There exist many channel estimation techniques [13], and
one of them is the use of pilot symbols [14]. Based on this
idea, we develop a pilot-assisted colluder weight estimation

(PACWE) scheme below. The estimated colluder weight can
be written as

ĥk(i) =
ŷ(i) − x(i)

PP,k
(11)

where PP,k is the power of the pilot symbol for colluder k.
Using estimate ĥk(i) obtained from Eq. (11), the recovery
structure is given by

ŷR(i) =
1

ĥk(i)

[
ŷ(i) −

(
1 − ĥk(i)

)
x(i)

]
(12)

where ŷ(i) is obtained from Eq. (8). Note that the condition
of ĥk(i) �= 0 is implied by the time-varying collusion attack
as shown in Eq. (5).

V. EXPERIMENTAL RESULTS
The performance of the proposed fingerprinting system

against time-variant collusion attacks is evaluated in this
section. We use the number of identified colluders as the
performance metric. The host signal is randomly generated
with integer values from 0 to 255 for each sample. Parameter
a is equal to one (i.e., without compensation), step size Δ is
set to 8, the length of the dither vector is Nd = 4, the length
of user message is M = 32 and the total length of a user
fingerprint is T = MNd = 128 for every user. L = 256 users
are supported. Weights in the collusion attack are generated
randomly using a Gaussian distribution with the zero mean.
Also, we demand that the fingerprinting system does not
accuse any innocent user as the colluder. Experimental results
are obtained using 104 simulation runs.
We compare the performance of the following three schemes

in Fig. 5:
1) the spread transform dither modulation (STDM) finger-
printing scheme in [4] with orthogonal spreading vector
support, i.e., all users share the same sample positions
by different spreading vectors with length Ns = 256,
(indicated by the triangle and dashed dot line);

2) the proposed fingerprinting scheme with user assignment
by multiplexing only (square and dashed line);

3) the proposed fingerprinting scheme with both user as-
signment and colluder weights recovery (circle and solid
line).

Note that no user assignment and colluder weight recovery
is used in STDM (Scheme 1). Scheme 1 gives the worst
performance while scheme 3 catches all colluders without
accusing innocent users. We see from this example that the
colluder weight recovery process at the decoder is very useful
in improving the colluder detection rate.
The strength of a collusion attack can be characterized by

the fingerprint-to-noise ratio (FNR), which is defined by

ζ = 10 log10

(
PF,k

PE,k

)
(13)

where PF,k is the power of the fingerprint and PE,k is the noise
power of colluder k. Fig. 6 shows the performance of PACWE
parameterized by the FNR value (10, 20, 30 dB and no noise),
where the y-axis is the number of identified colluders while
the x-axis is the number of colluders involved in the collusion
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Fig. 5. Performance comparison of three schemes: (1) STDM fingerprinting
(2) proposed fingerprinting with user assignment, and (3) proposed finger-
printing with user assignment and colluder weight recovery.

attack. In the implementation, we apply a pilot symbol of
length Np = 1 for each user so that the total length of the
user fingerprint is T = 129. As shown in the figure, we can
identify all colluders when there is no noise. As noise strength
becomes larger, the colluder identification performance drops
gradually.
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Fig. 6. Colluder identification performance of the PACWE scheme param-
eterized by the FNR value equal to 10, 20, and 30 dB and the no-noise
case.

The performance of proposed anti-collusion fingerprinting
system parameterized by the distortion compensation param-
eter a, which is set to 1.0, 0.7 and 0.5, is shown in Fig.
7. The settings of this experiment are basically the same as
before except for a fixed FNR level of 20 dB. As shown in
the figure, the system can detect more colluders when the
distortion compensation parameter a is 0.5. The distortion
compensation parameter in the proposed fingerprinting system
provides the additional robustness against collusion attacks.

VI. CONCLUSION AND FUTURE WORK

We proposed a new anti-collusion fingerprinting system
based on SCS and colluder weight discovery. Under this
framework, the host signal is treated as a channel and fin-
gerprints as user signals transmitted over independent parallel
subchannels. Then, colluder weights in time-varying collusion
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Fig. 7. Comparison of colluder identification performance with respect to
the distortion compensation parameter a (1.0, 0.7, and 0.5) with FNR equal
to 20 dB.

attacks can be estimated using pilot symbols at the decoder,
and all weights can be estimated and compensated in the
recovery structure. It was shown by experiments that the
proposed fingerprinting system outperforms many existing
techniques in terms of the number of identified colluders.
Advanced channel estimation and compensation techniques
to improve the performance of colluder identification will be
studied further in the future.
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