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ABSTRACT

A probabilistic framework based on a universal source coding for
content-based image retrieval is proposed. By a multidimensional
incremental parsing technique, which is an extension of the Lempel-
Ziv incremental parsing algorithm, a given image is parsed into a
number of variable-size rectangular blocks, called parsed represen-
tations. To achieve a semantically relevant pattern matching, we in-
troduce a new similarity measure from the first- and second-order
statistics of given image patches. Once the occurrence patterns of
images in the corpus are analyzed, the term-document joint distribu-
tion is estimated by an aspect modeling technique under the assump-
tion of latent aspects. To compare the performance of the proposed
image retrieval framework based on the parsed representations, we
implement a benchmark system based on the fixed-shape block rep-
resentations trained by vector quantization. In addition to these two
systems, we bring two content-based image retrieval systems into
the performance evaluation. The experimental results on a database
of 20,000 natural scene images demonstrate that the proposed im-
age retrieval system significantly outperforms other existing and the
benchmark systems.

Index Terms— Image Retrieval, Pattern Recognition, Incre-
mental Parsing, Latent Semantic Analysis

1. INTRODUCTION
Since Lempel and Ziv proposed a dictionary-based source coding al-
gorithm in [1], there have been a plethora of research on the multidi-
mensional extensions of the algorithm. However, it was not clear that
any of them can deal with a given multidimensional source without
the aid of a scanning scheme. This previously motivated us to de-
vised a multidimensional incremental parsing scheme for universal
source coding [2]. The proposed scheme parses a given multidimen-
sional source into a number of variable-size patches, we call this
methodology a parsed representation, and achieves a significantly
improved performance of image compression applications. Based on
the source characterization property of the proposed parsing scheme,
we also proposed a query-by-example content-based image retrieval
(CBIR) framework [3] and implemented image retrieval systems,
called IPSILON systems. The proposed CBIR systems analyze the
semantic concepts of visual information by the latent semantic anal-
ysis (LSA). An extensive comparison of the IPSILON systems with
other existing systems experimentally showed the superior perfor-
mance of the proposed CBIR framework. However, there exist sev-
eral fundamental limitations of the framework. First, although the
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fundamental assumption of LSA is that words and documents form
a joint Gaussian distribution, it is known that Poisson or negative
binomial distribution is more appropriate for term count. Second,
since the approximate co-occurrence matrix is a Gaussian distribu-
tion, it may contain negative entries for occurrence counts, which is
obviously an unsuitable approximation for term counts. Third, LSA
is not readily extensible to a more flexible framework that can nec-
essarily deal with heterogeneous sources.

To overcome the aforementioned drawbacks, in this paper, we
propose a probabilistic image retrieval framework for query-by-
example CBIR systems. In visual information analysis applications,
e.g., image retrieval and annotation, a considerable number of tech-
niques that take advantage of the aspect modeling technique by
probabilistic latent semantic analysis (PLSA) [4] have been reported
in literature. Most of them extract visual features from fixed-block
partition or image segments. The proposed framework uses the
dictionary entries of the incremental parsing as features of the given
image. Once the co-occurrence matrix of a given image corpus is
generated, we train the aspect model by PLSA and design image
retrieval systems, called AMPARS (Aspect Modeling of PArsed
RepreSentation). Another difference of AMPARS compared with
the previous systems is the pattern matching scheme. IPSILON
use a pixel-wise minimax distortion function for evaluating the
perceptual similarity of patches. However, a desirable attribute of
pattern matching in image retrieval systems is to minimize semantic
discrepancy instead of perceptual distortion. To accomplish this,
it is necessary to consider distortion metrics that go beyond pixel-
by-pixel comparisons, e.g., by considering first- and second-order
statistics of given patches. A promising early step in this direction
is the development of a new class of structural similarity (SSIM)
metrics by Wang et al [5]. SSIM metrics have been shown to be
robust to various types of image perturbations that are not sensitive
to the human eyes. However, the effective use of SSIM metrics in
retrieval applications require significant adaptation, e.g., complete
reliance on region statistics. In this paper, we adopt the structural
texture similarity (STSIM) metric proposed in [6]. Since they were
originally desined for comparison of gray-scale images, we propose
a variation of STSIM for the measurement of color image patches.

To compare the effectiveness of the use of the dictionary en-
tries by incremental parsing (IP) under PLSA framework, we imple-
mented a benchmark retrieval system that uses a visual dictionary
trained by vector quantization (VQ). Also, the performance of these
systems is compared with that of two other systems: the IPSILON
system and the SIMPLIcity proposed by Wang et al. [7]. The per-
formance of all these four systems are evaluated with a database
of 20,000 images of natural scenes. The results indicate that the
proposed framework offers considerable performance improvements
over the other three techniques.
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2. PROBABILISTIC LATENT SEMANTIC ANALYSIS
Suppose we have a collection of N documents D = {d1, · · · , dN}
and a lexicon with M words W = {w1, · · · , wM}. Based on
the vector space model, a document is represented as an M -
dimensional vector. From the observation of a given corpus, we
can compute the empirical distribution p(w, d) that corresponds to
the term-document co-occurrence in LSA. Basically, PLSA esti-
mates the term-document joint distribution P (w, d) that minimizes
the Kullback-Leibler (KL) divergence with respect to the empirical
distribution p(w, d) subject to K latent aspects, as opposed to the
L2 norm minimization performed by LSA. In aspect modeling, each
document is a mixture of latent aspects zk ∈ Z = {z1, · · · , zK}.

PLSAmodel has two independence assumptions. First, observa-
tion pairs (wi, dj) are generated independently. Second, the pairs of
random variables (wi, dj) are conditionally independent given the
hidden aspect zk, i.e.,

P (wi, dj |zk) = P (wi|zk)P (dj|zk). (1)

The joint distribution of the observation pairs is the marginalization
over theK latent aspects zk as follows:

P (wi, dj) = P (dj)
X

zk∈Z

P (wi|zk)P (zk|dj). (2)

The estimation of the conditional probability distributions
P (wi|zk) andP (zk|dj) can be resolved by applying the expectation-
maximization (EM) technique, which maximizes the likelihood
function of the observed data

L =
NY

j=1

MY

i=1

P (di)
KX

k=1

P (zk|dj)P (wi|zk)p(wi,dj). (3)

The output of the EM algorithm under PLSA is the two multinomial
distributions P (w|z) and P (z|d), from which the joint distribution
P (w,d) is estimated.

3. STRUCTURAL SIMILARITY INDEX

One of the recently proposed class of image fidelity measures is the
structural similarity (SSIM) [5], which is not based on explicit mod-
els of the human visual system (HVS) or measurements of noise
sensitivities, but instead, account for higher-level functionalities of
the HVS, and in particular, make use of the fact that it can extract
structural information in the form of relative spatial covariance from
the viewing field.

There are several SSIM implementations, both in image domain
and the wavelet domain. The basic SSIM metric presented in [5]
is a real number in the range [-1,1] and is computed based on the
second-order statistics of the reference and the distortion images as
follows:

SSIM(x, y) =
(2μxμy + C1) (2σxy + C2)

(μ2
x + μ2

y + C1) (σ2
x + σ2

y + C2)
, (4)

where x and y are two nonnegative image signals, μx and μy are the
mean intensities, σ2

x and σ2
y are the variances, σxy is the covariance

of the x and y, and C1 and C2 are small real constants relative to
the μx and μy. The spatial domain SSIM has been shown to provide
good quality prediction across a variety of artifacts, but is highly
sensitive to spatial translation.

Although the above SSIM indexes primarily focus on comparing
the structural information from the images, it has not been used in

texture comparison applications since the original SSIM is too con-
strained to capture the perceptual similarity of two textures. Zhao et
al. in [6] replaced the structure term with structural texture terms that
are sensitive to local textual statistics. The first-order autocovariance
in the horizontal direction is defined as

ρx(0, 1) = E{(xi,j − μx)(xi,j+1 − μx)}/σ2
x. (5)

The autocovariance in the vertical direction is defined in a similar
fashion. The texture term in the horizontal direction is

c0,1(x, y) = 1 − 0.5(|ρx(0, 1) − ρy(0, 1)|)p. (6)

In [6], p is set to 1. These horizontal and vertical texture terms are
combined with the luminance and the contrast terms in the original
SSIM as follows:

STSIM(x, y) = l(x, y)
1

4 c(x, y)
1

4 c0,1(x, y)
1

4 c1,0(x, y)
1

4 , (7)

where l(x,y) = (2μxμy + C1)/(μ
2
x + μ2

y + C1) and c(x,y) =
(2σxσy + C2)/(σ

2
x + σ2

y + C2).
However, there has been no structural similarity measure that

takes into account color images or image patches in image retrieval
applications. Thus, we here propose a color structural texture sim-
ilarity measure (CTSIM) for a matching criterion of the universal
source coding.

Let x and y be two images or image patches to be compared
represented in three color components, i.e., red, green, and blue
(RGB). When each image patch is represented in YCbCr domain
as x = {xY , xCb, xCr} and y = {yY , yCb, yCr}. We propose to use
the STSIM for Y component and the original SSIM for Cb and Cr
components as follows:

CSTSIM(x, y) = wY STSIM(xY , yY )+

wCbSSIM(xCb, yCb) + wCrSSIM(xCr, yCr), (8)

where wY , wCb, and wCr are the weights for each component. In
this implementation, we set wY =0.6, wCb=0.2, and wCr=0.2, re-
spectively. Also, for SSIM, we follow the parameter settings shown
in [5]: C1 = (K1L)2, C2 = (K2L)2, L = 255, K1 = 0.01, and
K2 = 0.03.

4. IMAGE RETRIEVAL SYSTEM IMPLEMENTATION

We have implemented two image retrieval systems for an objective
evaluation of the proposed framework; one uses the parsed represen-
tation based on the incremental parsing and the other uses the con-
ventional vector quantization for visual information analysis. Both
of them are under the same aspect modeling paradigm. The per-
formance of the systems are compared with that of one of the recent
image retrieval systems, SIMPLIcity [7], which is based on an image
segmentation technique.

4.1. Image database

We implemented the proposed and the benchmark image retrieval
systems using 20,000 images obtained from the Corel Stock Photo
Library. Also, we identify 15 visual concepts from the database. In
many image retrieval systems, each image is considered to fall into
only one group. Since each image is a realization of multiple visual
sources, we here classify them according to their visual concepts,
which are overlapping groups. Among the 20,000 images, there are
9,039 images with one concept, 323 images with two, and 12 with
three. All the remaining 10,199 images do not correspond to any
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of the visual concepts. Also, we randomly chose 600 query images,
each of which contains only one visual concept in order to mini-
mize confusion. We follow the way of the definition of the visual
concepts, the number of images, and the number of query images in
each visual concept, provided in [3].

4.2. AMPARS system

The proposed image retrieval system parses the given images into a
number of variable-size patches by a two-dimensional incremental
parsing algorithm. Then, the latent aspects of the occurrence pat-
tern of the parsed representations are trained under PLSA paradigm.
The semantic similarity between two images is computed with the
likelihood of the images on the concept space formed by the latent
aspects.

4.2.1. Two-dimensional Incremental Parsing

LetX be a two-dimensional vector field taking values from a set of
three-dimensional finite vectors. Each element of a vector represents
each color component, here red, green, and blue. X(�x) denotes the
symbol vector at the location �x ∈ Z

2. Also, we define a subset ofX
for an area vector �a ∈ Z

2 as follows:

X(�x;�a) = {X(x̄1, x̄2) : xi ≤ x̄i ≤ xi + ai, i = 1, 2}. (9)

Given a dictionary D, we define two operations | · | and [·]. |D|
denotes the number of elements of D, [Dj ] refers to an area vector
whose element represents the number of pixels of the jth patch along
each axis, and |Dj | corresponds to the number of symbols of the jth

patch. At the current pattern matching location, called anchor point,
denoted byΔ, the set of dictionary indices by εs-bounded similarity
atΔ is

Hs = {j | CSTSIMmax − CSTSIM(Dj , X(Δ; [Dj ])) ≤ εs,

0 ≤ j ≤ |D|, ε ∈ R+}, (10)

where CSTSIMmax is the maximum value of CSTSIM, equivalent
to 1.0, and εs denotes the bound of the structural similarity. In the
proposed implementation, we manually set εs to 0.015. At each
epoch, the parsing scheme constructs the set of indices following
the similarity measure. Then, it selects the maximal match index

kmax = argmax
k∈Hs

{|Dk|} . (11)

Once the maximal match is found, the scheme appends the dic-
tionary with two new entries, each of which is obtained by append-
ing pixels along the horizontal and the vertical axes. Then,Δmoves
following a predetermined heuristic method. In the proposed imple-
mentation, a raster scanning order is employed for the movement of
Δ.

4.2.2. Aspect Modeling by PLSA

In the aspect modeling of text document, a given text corpus is rep-
resented in its empirical distribution p(w, d) by counting the number
of words occurred in each document. For an image corpus, we train
the aspect model from the empirical distribution of the image-patch
observations by PLSA. To generate the empirical distribution, we
first have to generate a visual dictionary with which all the images
from the corpus can be reconstructed. One feasible heuristic is: at
each coding iteration, a given image is encoded with the dictionary
updated at the previous iteration. For every np image during the
encoding procedure, the dictionary entries that are not used for en-
coding the previous np images are pruned, and the dictionary with

reduced entries is fed back to the coding step. In the proposed sys-
tem, we set np to 100 and randomly chose 1,200 images for the gen-
eration of visual dictionary. The number of entries in the resulting
dictionary is 151,390.

Once the visual dictionary is generated, the occurrence patterns
of the visual patches in the dictionary are analyzed for the 20,000
images in the database. For learning the latent aspects for a given
image corpus by PLSA, the number of latent aspects,K, is manually
set to 500. Before learning the PLSA model by EM, P (z|d) and
P (w|z) are randomly initialized.

After the latent aspects are modeled, the similarity between
the query image and each image in the database is then computed.
Generally, the similarity measure between documents under PLSA
paradigm is still an open problem. In this implementation, we use
the Jensen-Shannon divergence as follows:

DJS(p || q) = DKL(p ||m) + DKL(q ||m), (12)

wherem = (p+q)/2 andDKL is the KL divergence. Also, the sim-
ilarity between the jth image dj and the query image dq is computed
as

s(dj , dq) = DJS(P (z|dj) ||P (z|dq)). (13)

4.3. Fixed-block Representation under PLSA

One considerable difference between the proposed image retrieval
system and the conventional systems is the source representation for
visual information analysis. As mentioned previously, many of the
existing image retrieval systems extract features from fixed-size im-
age blocks or image segments. To compare the performance of the
proposed system with that of the conventional approach, we design
an image retrieval systems based on the fixed-block image represen-
tations trained by VQ as a benchmark system. The benchmark sys-
tem has the same components as the AMPARS system except one:
the visual dictionary is trained by VQ. Each color image is parti-
tioned into 8 × 8 blocks. Thus, the dimension of the VQ codebook
is 8× 8× 3 = 192. To train the quantizers, we use the Linde-Buzo-
Gray (LBG) algorithm.

5. EXPERIMENTAL RESULTS

We present in this section the retrieval results and the performance
evaluation of four image retrieval systems: the proposed AM-
PARS system, the IPSILON system, the benchmark system, and the
SIMPLIcity. IPSILON and AMPARS systems use the parsed rep-
resentations induced by the incremental parsing algorithms, while
the benchmark system is based on the fixed-block representation of
visual information. Aspect modeling learned by PLSA technique
underlies the benchmark and the AMPARS systems, while the IP-
SILON systems analyzes the given image corpus by LSA. By the
k-means clustering algorithm, the SIMPLIcity partitions a given
image into a few regions, then the semantic similarity between the
regions of the two given images is computed by an integrated region
matching (IRM).

Those systems are implemented with the same image databases
and evaluated with the same query images. In many information re-
trieval, the performance of a retrieval system is commonly evaluated
by precision/recall tests. However, in many practical systems, the
number of documents (or images) is already innumerable so that the
number of retrieved documents is still tremendous. Thus, in this pa-
per, for the evaluation of image retrieval systems, we focus on a few
most relevant images without examining the entire retrieved images.
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Fig. 1. Comparison of average precisions of the four image retrieval systems for each visual concept.

AMPARS IPSILON VQ SIMPLIcity
r=20 0.602 0.502 0.420 0.381
r=40 0.550 0.435 0.380 0.323
r=100 0.457 0.353 0.324 0.264

Table 1. Total average precisions of the image retrieval systems.

The retrieval performance is measured by the total average
precision. For m visual concepts, the average precision for the
r-most relevant precision is (

Pqi

j=1 si,j)/(r · qi), where qi de-
notes the number of query images in the ith visual concept and
si,j means the number of relevant images for the jth query in
the ith concept. The total average precision for all the queries
is defined as

Pm

i=1 wi

Pqi

j=1 si,j)/(r ·
Pm

i=1 qi), where wi =

(m · ni)/(
Pm

i=1 ni) and ni refers to the number of images in the
ith visual concept.

Figure 1 compares the average precisions of the four retrieval
systems. At r=20, for 11 visual concepts among 15, the average pre-
cisions of the proposed AMPARS system are significantly higher
than those of the other three systems. Especially, for those con-
cepts, 6, 7, 11, 13, and, 14, the average precisions of the AMPARS
system are over 0.1 higher than the other two. Also, at r=40 and
r=100, the average precisions of the AMPARS system are consid-
erably higher, particularly for those concepts, 4, 11, and 13. Table
1 provides a numerical comparison of the total average precisions
for the four retrieval systems. The total average precisions of the
proposed AMPARS system are over 0.10 higher than the other three
systems at all the rs, r=20, r=40, and r=100. When compared un-
der the same aspect modeling paradigm, the AMPARS system out-
performs the benchmark VQ system in terms of retrieval precision.
These comparisons justify that relaxing the constraint of the size of
image blocks significantly affects the efficiency of visual informa-
tion analysis.

6. CONCLUSION AND FUTUREWORK

we have proposed a probabilistic framework of content-based im-
age retrieval based on the parsed representation and implemented
the AMPARS system. With a multidimensional incremental pars-
ing technique extended from the Lempel-Ziv incremental parsing,
a given image is parsed into a number of patches of variable size.
This patch can be thought of as a morphological interface between
elementary pixels and a higher level representation than the conven-
tional fixed-block representation. The incremental parsing technique
is implemented with a new structural similarity measure that com-
pares the first- and second-order statistics of image patches. By a
dictionary generation heuristic approach, a visual dictionary for a

given image corpus is generated. For an image corpus, we train the
aspect model from the empirical distribution of the image-patch ob-
servations by PLSA. The semantic similarity between the given two
images is computed by the Jensen-Shannon divergence of two con-
ditional probabilities of the latent aspects. We have implemented
two image retrieval systems: one is the proposed AMPARS system,
and the other is a benchmark system that uses fixed-block represen-
tations of visual information trained VQ. The performance of these
two systems is compared with two existing systems: IPSILON based
on the incremental parsing with the minimax distortion under LSA
paradigm and the SIMPLIcity system based on an image segmenta-
tion technique. These four systems are tested with 20,000 images of
natural scenes and 600 query images. The experimental results show
that the proposed framework captures the visual semantics appeared
in the image corpus and outperforms other systems in terms of re-
trieval precision. This improved performance of the proposed sys-
tem is due to the two new compoennts, the pattern matching based
on the structural similarity and the patch-image analysis by PLSA.
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