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ABSTRACT

Multiresolution (MR) representations have been very successful in
image encoding, due to both their algorithmic performance and cod-
ing efficiency. However these transforms are fixed, suggesting that
coding efficiency could be further improved if a multiresolution code
could be adapted to a specific signal class. Among adaptive cod-
ing methods, independent component analysis (ICA) provides the
best linear code by finding a linear transform with maximally inde-
pendent coefficients, given a specific signal distribution. This tech-
nique, however, scales poorly with the dimensionality of the data,
and has been ill-suited for large-scale image coding. We propose
a hybrid method (multi-resolution ICA) which derives an ICA ba-
sis for each subband space produced by a given MR transform over
the image class. We find that this method produces a significantly
more efficient code compared to the MR transform alone. We pro-
vide both quantitative and qualitative assessments of coding perfor-
mance, and illustrate improvement over standard (i.e., non-adaptive)
wavelet-based representations such as that used in JPEG2000.

Index Terms— Image coding, Wavelet transforms, Adaptive
coding, Unsupervised Learning

1. INTRODUCTION

The problem of efficiently describing visual structure has been of
great importance to many research fields, spanning from biology
to engineering (see e.g., [1, 2]). Best existing coders (notably
JPEG2000 [3]), rely on the flexibility of multiresolution (MR)
transforms to capture image structure, by exploiting the intrinsic
multiscale character of (natural) images [4, 5]. In spite of their
success, wavelets have well known limitations in terms of mod-
eling or detecting the two-dimensional, sharp, arbitrarily oriented
(ridge-like) discontinuities. Various types of MR representations
emerged in the past decade in computational harmonic analysis,
which provably outperform wavelets in approximating particular
classes of signals (for an example, see [6]). Because of their great
diversity, it is not clear what makes an optimally efficient code for
images. Common intuition that optimal image features are smooth
surfaces and short straight edges may be accurate for some classes
(e.g., natural scenes [4]), but not for others (faces, textures, cartoons,
fingerprints, medical images of all sorts).

Separating signal content into different subbands, and concen-
trating the relevant information into a small set of non-zero coef-
ficients, seems a natural recipe for achieving efficiency. However,
a representation is inherently suboptimal unless it can capture the
probability density of the data, according to Shannon’s source cod-
ing theorem. As such, optimal efficiency can only be achieved by

adapting the representation to the statistical structure of the target
image class. When searching for the “most compact” code, one
method to employ is independent component analysis (ICA) [7].
Generally speaking, the goal of ICA is to derive a data dependent
linear mapping such that the coefficients in this new representation
are maximally independent. Therefore, a suitable mathematical cost
to minimize is the mutual information among coefficients. Due to
its poor computational scalability with respect to data dimensional-
ity, ICA has been traditionally applied to images (either for analysis,
encoding, or denoising) by extracting relatively small image patches
to be used as training samples, followed by block-transforming the
image. Unfortunately, the arbitrary alignment of the blocks with
the image and the insufficient capacity to represent image structure
spread across blocks produce artifacts at reconstruction.

In this paper, we propose an ICA-like image representation,
which overcomes the artificial block confinement and computational
obstacles. Our method consists of a preliminary MR (e.g. wavelet)
decomposition step, followed by learning an ICA basis for each
of the resulting subbands. The purpose of the MR step is to allow
easier access to structure at each scale, while reducing the bulk of
image information to the coarsest scale; indirectly, this help in elim-
inating blocking artifacts. Since the learned ICA bases provide the
most compact linear code for each subband, we can conclude that
this hybrid Multiresolution-ICA procedure (henceforth referred as
MrICA) gives an improvement over both types of representations.

Efficient coding has been a very suitable paradigm in attempt-
ing to explain how biological systems cope with processing com-
plex information. The resemblance of the optimally derived linear
features learned from natural scenes to the receptive fields of simple
cells in primary visual cortex (V1) has led to very interesting hy-
potheses about the role and function of the brain’s sensory systems
[1, 8]. A probabilistic modeling approach aimed directly at opti-
mal efficient coding of natural images [9] has revealed that the av-
erage entropy improvements of adaptive linear representations over
fixed ones (Fourier, DCT, wavelets, Gabor functions) are too impor-
tant to neglect. However, due to the computational constraints, their
representation was derived for relatively small image patches and
thus a comparison to multiscale bases was limited. We can mention
here two other block-based ICA approaches to image compression
[10, 11]. Both compare favorably to JPEG (for faces, or natural im-
ages), and the first one even outperforms the WSQ multiscale coder
for fingerprint images at low rates; however, they do not exploit the
potential of multiresolution. Modeling subband information statis-
tically for image coding has been performed in [12]. Their coder
(EPWIC) explicitly exploits statistical relationships between coef-
ficients in different subbands via a parameterized model. Another
parametric approach is the adaptive multiscale method presented in
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[13], where the objective was to adapt the parameters of a certain
wavelet-based transform, to better fit natural images. In contrast, we
derive an adaptive non-parametric multiscale image representation.

Structure of the paper. In Section 2, we describe the main con-
stituents of our image encoder. Section 3 describes in detail the ex-
perimental results illustrating the encoding performance of the pro-
posed adaptive method, while the last section concludes the paper.

2. ADAPTIVE MULTIRESOLUTION CODING

In this section, we describe the proposed method for MR adaptive
image encoding. For background on the main tools we point the
reader to [2] (multiresolution transforms and subband coding), [7]
(ICA), and [3, 14] (quantization and coding).

We shall start by assuming we have a set of images drawn from
a common class. We shall decompose these images by a fixed MR
transform and then, for each of the resulting subband spaces we
shall learn an ICA basis (using the subband coefficient sets of all
the images in the sample, as training data). Finally, we shall use the
subband ICA coefficients to design a quantizer. Every new image
will then be transformed and quantized, and finally output into a bit-
stream via an arithmetic coder. In the following, we provide details
on each of the modules of our system.

Multiresolution Transforms. The first step of our hybrid method
aims at separating image content by projecting images on scale-
orientation subbands. The most widely used MR transforms are
based on the wavelet decomposition due both to their theoretical and
just as importantly, to their computational properties. JPEG2000 it-
self (Part 1) uses the Cohen-Daubechies-Feauveau 9/7 biorthogonal
filters [15], as its only supported “irreversible” wavelet transform
[3]. We also chose to employ this wavelet because we wanted test
the coding efficiency of our method against that of the most com-
mon fixed MR transform. To keep more similarities with existing
image coders, we applied this separable decomposition method, us-
ing whole-point symmetric edge handling. The implementation we
used in our experiments was that of Matlab Wavelet Toolbox 4.2.

Adaptation. In unsupervised learning, the problem of separating
signals into independent linear components can be formulated as fol-
lows: given a set ofN -dimensional vectors (y(k))1≤k≤K , search for
a linear transform A such that the observed vectors are linear mix-
tures (induced by A) of realizations of an M -dimensional random
vector Z = (z1, . . . , zM )T whose components are as independent
as possible. We can express this model compactly as:

Y = AZ (1)
where Y ∈ R

N×K , A ∈ R
N×M , and Z ∈ R

M×K . The ICA
objective is then to find A, such that the mutual information among
the coefficients zi is minimized. To simplify the description, we will
assume that A is square and invertible (that is, M = N ) and if we
denote its inverse byW, the problem is reduced to minimizing:

I(z1, . . . , zN ) =

M∑

j=1

H(zj) − H(Y ) − log | detW| (2)

Since the entropy of the observed mixture Y is constant, impos-
ing that | detW| = 1 results in the quantity we seek to minimize to
be the marginal entropy sum; that is, ICA searches for the transfor-
mation giving the (potentially) most compact linear code of the data.
By interpreting the ICA objective as maximizing the (log-)likelihood

(a) Approximation Subband L1 (b) Detailed Subband V1

(c) Detailed SubbandH1 (d) Detailed SubbandD1

Fig. 1. Basis functions computed for MrICA (32x32, L=1) log-scale.
For each subband, a random set of basis functions are shown.

of the data under the linear model, or as minimizing the Kullback-
Leibler divergence between the joint probability and the product of
marginals, has produced several families of algorithms for ICA (see
[7, 16]). For the results in this paper we preferred the Relative Trust-
Region algorithm [17], due to its high flexibility and robustness.

Quantization and Coding. Next, we shall describe the subband
coding procedure employed to transform the coefficients into bit-
streams, for both the wavelets and MrICA. For a group of images
from the training set, we group the MR coefficients belonging to the
same subband and from the whole group, we estimate a scalar quan-
tizer. Note that scalar quantization is justified in the case of MrICA,
since coefficients within each subband are as independent as possi-
ble. To design the subband quantizers, individual bit rates are allo-
cated according to the relative energy within each subband. Since we
are interested in the potential improvement of the adaptive represen-
tation, and less so in the great many practical issues of image coding,
we will compute the “optimal” entropy-constrained scalar quantiza-
tion [14] for each subband. This should provide a reliable upper
bound for the performance of each representation. After quantiz-
ing the coefficients, we use Matlab Communication Toolbox’s arith-
metic coder to construct the bistreams and record the total bitstream
length and the reconstruction SNR for each test image. Then, we
take the average over the whole test set to estimate the coding effi-
ciency of the distribution. We repeat this procedure for various target
rates, and by interpolation we construct the rate-distortion curve.

3. EXPERIMENTAL RESULTS

We shall illustrate the encoding performance of MrICA by plotting
the average rate-distortion curves generated by coefficient quantiza-
tion at various levels of precision, for both the fixed and the adaptive
MR transforms. First of all however, let us comment on the features
learned by our method, when applied to natural images.

We appliedMrICA to encoding natural scenes randomly cropped
from van Hateren’s database of natural stimuli [18]. We tested our
method on images of two sizes, 32 × 32 and respectively, 64 × 64
pixels1. Instead of working with the pixel intensities, we took the

1As they are similar to JPEG2000 standard code blocks sizes, we consid-
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logarithm of these intensities before any further processing; as ex-
plained in [18], the reasons for this operation are to incorporate
contrast invariance of natural scenes, get better first-order statis-
tics of the natural image data, and better mimic the operations
performed by the first stages of visual systems. On each of these
logarithmically transformed images, we applied the discrete wavelet
decomposition and learned the subband ICA matrices, as described
in the previous section. Figure 1 displays a random set of such ICA
basis functions learned from the 32 × 32 data set with one decom-
position level. MrICA basis functions of the approximation subband
retain the aspect of classic image ICA basis functions (relatively low
spatial frequency, all orientations) [18, 8], not a surprise considering
that the approximation subband contains a low-resolution version
of the original image. The detailed subbands basis functions look
like localized features, maintaining the dominant orientation of the
subband. Besides the quantitative (mutual information) difference
between the MrICA detailed bases and corresponding wavelets, we
note that the adaptive features are also more diverse in shape.

Next, we illustrate the improvement in coding efficiency af-
forded by adaptiveness. In addition to comparing the adaptive and
non-adaptive MR methods described in the previous section, we
also compare both of them against JPEG2000; for this purpose,
we used Jasper[19], a software package implementing JPEG2000.
The coding cost of the adaptive and non-adaptive representations
does not include the basis functions (respectively, the wavelets), as
these can rightfully be considered part of the coder, and not of the
code; also, in case of Jasper, we report only the codestream (i.e., not
including the metadata). In the case of MrICA, the images included
for the evaluation are taken from the testing set, that is, they belong
to the same signal class as those in the training set, but have not been
used during learning. Let us point out that the JPEG2000 performs
quantization for each individual image, and not over a whole sample
set, unlike our method. In this respect, our quantizers take advan-
tage of more information. On the other hand, JPEG2000 performs
surprisingly well considering that we used an optimal ECSQ, and
not a uniform one. The rate-distortion trade-off obtained for the
32 × 32 test images, with one MR level, for the three encoding
methods, are presented in Figure 2. The top plot shows the relative
coding gain, while the bottom plot shows the relative rate difference
of the three methods, taking the non-adaptive wavelet representation
as reference. The better coding efficiency of MrICA (more apparent
at low bit rates) has two important consequences, namely the same
distortion (or SNR) can be achieved by the adaptive method for a
significantly lower rate (i.e., bit cost), and reciprocally, for the same
bit rate we can get a significantly better improvement in fidelity.

Since SNR is not a relevant measure of perceptual distortion,
evaluating the representational power of MrICA should involve as-
sessing presence of reconstruction artifacts. For this purpose, we
chose to display several test images from the two datasets, their en-
coded version via the adaptive and non-adaptive MR transforms, and
the residual errors2. Figure 3 illustrates the encoding results of five
examples from the 32×32 dataset. Each image has been encoded to
a quality of 25dB; the coding gain of MrICA over the non-adaptive
wavelet method for these images is of 0.62 bpp, 2.91 bpp, 2.78 bpp,
3.39 bpp, and 2.69 bpp. Figure 4 shows three examples of 64 × 64
images encoded at 20dB. The coding gain of the adaptive method
was in this case of 1.48 bpp, 0.33 bpp, and 0.23 bpp. (For both fig-

ered these image sizes relevant to use for comparison purposes.
2To evaluate this appropriately, we recommend zooming in on the pdf

document, rather than on the printed version. Also, due to lack of space we
limit the number of examples included in the paper; for more, we invite the
reader to http://www.cs.cmu.edu/∼dbalcan/mrica/.
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Fig. 2. Relative rate-distortion performance of three methods
(MrICA, wavelet, JASPER) computed for the 32 × 32 test images.

ures, the colormaps were maximally stretched to enhance visibility.)
As a general conclusion, MrICA obtains a better coding rate than the
fixed wavelet representation, with less reconstruction artifacts.

4. CONCLUDING REMARKS

We proposed MrICA, a hybrid adaptive multiresolution method that
combines the advantages of the two families of representations.
We illustrated the significant coding efficiency gain of MrICA over
the wavelet transform when applied to natural images, which is
explained by the ability of the new method to adaptively describe
image structure at all scales. This suggests that a image coder de-
voted a given class of signals should use not only multiresolution,
but also adaptivity to optimize encoding performance.
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