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ABSTRACT 
This study uses two low-cost and compact CMOS cameras 
to construct an asynchronous binocular system and proposes 
an effective real-time front-vehicle detection algorithm with 
the binocular system. The proposed vehicle detection 
algorithm uses the edge information to detect the region of 
each front vehicle, and then computes the disparities of the 
front vehicles by an adaptive search method. According to 
the disparity values, the relative distances between the front 
and the host vehicles can be computed. The proposed 
algorithm of the manuscript conquers the asynchronous 
exposure problem and cost issue of a binocular system. 
Experimental results show that the proposed system can 
robustly and accurately detect obstacles or other vehicles in 
real time under different illumination and road conditions. 

KEY WORDS : Synchronous stereovision system, 
Asynchronous stereovision system, Disparity, Obstacle 
detection. 

1. INTRODUCTION
According to the final report of the National Highway 

Traffic Safety Administration [1], front collision warning 
systems (FCWS) with existing passive safety equipments on 
board can effectively reduce rear-end collisions by 21%. 
Millimeter-wave radar [2] has a good range but its angular 
resolution is low. Although millimeter-wave radar systems 
have been used on commercial vehicles [3], they are not 
suitable for distinguishing obstacles and vehicles in 
complex urban backgrounds. Laser radar has been used as 
the sensor in other systems for detecting the environmental 
information and tracking the moving objects [4]. Although 
Laser radar costs less than millimeter-wave radar, they have 
the same limitations as the other radar systems that are 
unsuitable for classifying obstacles or recognizing lane 
markings. 

By the spatial resolution of the image, vision sensors can 
operate complex industrial robot to execute the precise 
robotic maneuver [5] and be suitable for recognizing and 
tracking the moving obstacles. So far, on-board vision 
sensors for detecting obstacles can be divided into mono- 
and stereovision systems. Broggi et al. [6] used a monocular 
image sequence to local and track the vehicle. In addition, a 
number of reports have also presented mono-vision 

algorithms for recognizing leading vehicles and obstacles 
[7]–[8].  

Because the stereovision systems can provide distance 
measurement as well as obstacle detection, stereovision 
systems are becoming increasingly popular for advanced 
driver assistance systems and advanced safety vehicles. The 
well-known epipolar constraint [9] is generally used to 
describe the geometric relationships between stereo images. 

Bensrhair et al. [10] and Toulminet et al. [11] used a 
synchronous image capture system to obtain stereo pair 
images from two synchronous cameras. As the synchronous 
stereo pair images satisfy the properties of epipolar 
geometry, corresponding points in the stereo pair images 
can be matched in the corresponding horizontal scan lines 
(YL=YR). Labayrade and Hautière et al. [12] have described 
how a fast disparity space image (DSI) was computed, and 
then obtained the similarity by collecting, for each image 
row, the number of matches for each disparity value. 

The concept of the similarity in each row of an image 
pair was used in a vision sensor system that was part of 
TerraMax [13]. 

Because the price, size, and complicated setup of 
previous synchronous stereo camera systems make them 
unsuitable for real-world applications, this study describes a 
small and low-cost binocular platform that is easy to set up 
and overcomes the drawbacks of synchronous stereo camera 
systems. This study proposes a real-time stereovision 
obstacle detection algorithm to overcome the problems of 
computational load and image matching to provide better 
performance with an asynchronous stereo camera system. 

2. FRONT VEHICLE DETECTION ALGORITHM 

The proposed algorithm can be divided into two modules: 
searching module and matching module. Firstly, the aim of 
the proposed searching module in the proposed algorithm is 
to locate the probable positions of the vehicles in the right 
or left image. Then, the matching module of the proposed 
algorithm takes the results of the searching module to match 
the corresponding pixels from the stereo image pair. And, 
the distance of the front vehicle is calculated by the 
disparity of the corresponding pixel difference between the 
right and left images. The details of the two modules are 
described as following. 
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2.1 Searching module 
In order to speed up the searching processing, the input 

right image is downsampled by a factor of 2n to reduce 
computational complexity. The image is downsized by a 
factor of 2, n=1, in the x and y directions. After the image is 
downsized, the Sobel edge detection is used for detecting 
the horizontal/vertical edge points and the connected-
component labeling is used to assemble these edge points 
into horizontal/vertical line segments. 

2.1.1 Find the region of interesting (ROI) 
Because the horizontal line segments near the bottom of 

the image indicates the line segments approaching the host 
vehicle, the proposed algorithm would take them as the 
higher threat level. According to the definition of the threat 
level, the position of each horizontal line segment decides 
its processing order. We use a near-to-far strategy to sort the 
seed lines and find the ROI from the bottom row to the top 
row of the input image.

Firstly, each horizontal line segment is defined as the 
candidate of a seed line and its length and position are 
computed. Then, each horizontal line segment is matched by 
seed lines from the bottom to the top row of the input image 
to find the ROI. The horizontal line segment belongs to the 
ROI of a seed line is defined by Eq. (1).     

ThILSL xx 11 , ThILSL xx 22 , and yy ILSL   (1) 
where SLx1 is the left point of the seed line, SLx2 is the right 
point of the seed line, ILx1 is the left point of the input 
horizontal line segment, ILx2 is the right point of the input 
horizontal line segment, and SLy and ILy are the y-
coordinates (vertical direction) of the seed line and input 
horizontal line segment respectively. 

2.1.2 Refine the ROI 
The ROI may retain some errors caused by shadows on 

the surface of the road. The shadows usually expand the 
range of ROI to cause errors and time-consuming in the 
matching process. Therefore, we count the edge pixels in 
the ROI to determine edge symmetries from the horizontal 
and vertical projection histograms to delete the interference 
of the shadows in the ROI, shown as Fig.1.  

 (a)  (b) 

 (c)  (d) 
Fig.1 Refine the ROI 

In Fig. 1, the Fig. 1(a) is the original input right image; 
Fig. 1(b) is the edge detections of the right images; Fig. 1(c) 
is the horizontal and vertical projection histograms of the 

ROI which is affected by shadows; Fig. 1(d) is the refined 
ROI inside the ROI.

2.2 Matching module 
After the ROI of the front vehicles have searched in the 

right image, each extreme pixel of the line segments in the 
ROI is matched in the left image to find the corresponding 
pixel in order to calculate the disparity of the corresponding 
pixel. In order to speed up and reduce the matching error, 
the matching module proposes zero-mean SAD full 
searching, adaptive shifting of the searching area, and 
tracking detection to solve the illumination, asynchronous 
exposure, and tracking problems. 

2.2.1 Zero-mean SAD full searching 
In the asynchronous binocular cameras system, the 

exposures are independent. And, the gray differences 
between different corresponding pixels in stereo pair images 
are fixed. Hence, the snapped right and left images must be 
equalized in the gray value before the search processing to 
avoid the influence of exposure.  

Assume the block size is NN , RC(x, y) and LR(x, y)
are the image pixel in the right and left image respectively, 
and 2p is the size of the searching window. In the proposed 
zero-mean SAD full searching, the searching method is 
defined as Eq. (2). 
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where the MR is the mean value of the matching block in the 
right image and the ML is the mean value of the matching 
block in the left image.  

2.2.2 Adaptive shifting of the searching area 
Because of the asynchronous exposure and the vehicle’s 

vibration, each corresponding pixel can not be matched on 
the same row in each stereo image pair. However, the 
shifting of these corresponding pixels is very close in a 
stereo image pair. Hence, the proposed algorithm can auto-
adjust the shifting of the searching area in the left image to 
reduce the matching time. The proposed system calculates 
the average shifting of matched pixels to auto-adjust the 
area of the matching window in ROI. In the experimental 
results, the proposed adaptive searching area can effectively 
reduce 50% of CPU consumption in the matching process. 

2.2.3 Tracking detection 
According to the continuity in the sequence of image 

frames, the same vehicle in the next frame could be found in 
the vicinity of the location in the current frame. Therefore, 
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the tracking detection expands the size of the ROI in the 
current frame to track the vehicle in the next frame. If the 
ROI is near the bottom of the input image, the tracking 
detection expands a larger scale ROI in the next frame; in 
other words, if the ROI is far from the bottom of the input 
image, the tracking detection gives a smaller scale ROI in 
the next frame. Therefore, the proposed algorithm is directly 
to match the disparity of the vehicle in the next frame 
illustrated as Fig.2.

(a) n-th frame (b) (n+1)-th frame 

(c) (n+1)-th frame (d) (n+1)-th frame 
Fig.2 (a) the vehicle has been matched in the n-th frame; (b) 

expand the original ROI in the (n+1)-th frame; (c) the 
horizontal and vertical projection histogram of the 

expanding ROI in the (n+1)-th frame; (d) the vehicle has 
been tracked in the (n+1)-th frame. 

3. EXPERIMENTAL RESULTS 

The proposed system is divided into four components: 
low-cost CMOS camera × 2, USB grabber, and notebook. 
Figure 3 is the setup of the proposed binocular platform. 
The hardware of the notebook is a Pentium IV 1.8 GHz. 
The focal length of CMOS camera is 12 mm and the image 
size is 320 × 240 pixels. The program is compiled with the 
Microsoft Visual C++. The average processing time for 
each stereo-image pair is approximately 12 to 10 msec, and 
the frame rate is capable of exceeding 90 fps with NTSC 
encoding. Thus, the proposed system can be considered a 
real-time application. 

Fig. 3 Setup of the proposed binocular platform 

The proposed system has been tested on several roads (i.e. 
urban road, country path) with respect to different weather 
and lighting conditions. The detection rates of our system 
are summarized in Table I for these various conditions.  

The detection rate is defined as the percentage of front 
vehicles detected correctly in the detection zone (4–50 m in 
the front of the host vehicle). In these tests, the host vehicle 
maintains a speed of 30–50 km/h to verify the proposed 
system on the urban road. All of the front vehicles in the test 
images are selected randomly without prior planning. 

Table I  Detection rates under different conditions 
Weather Sun Cloud Rainy Night Total 
False/

Detected 
448/ 

32,000
835/ 

26,342 
1000/ 
6,945 

2962/
16,550

5245/ 
81,837

Detection Rate 98.6% 96.8% 85.6% 82.1% 93.6%

a. Sunny day: 
In Fig. 4, the host and front vehicles are on the 

intersection of urban road. In the complex background, the 
system can still track the vehicles which enter the detection 
zone of the proposed system at the same time. In the Fig. 5, 
the proposed system can detect the vehicles on the two way 
traffic lane at the same time. The detection rate during the 
sunny test images is 98.6%. 

frame n frame n+2
Fig. 4 Detection on the intersection 

frame n frame n+2 
Fig. 5 Detection on the two way traffic lane 

b. Cloudy day: 
The detection rate for the cloudy test images was 

approximately 96.8%. Although the complex background 
mixes with the edge of vehicle in Fig. 6, the proposed 
system can still detect the front vehicles. In the cloudy day, 
it is interesting to note that the dark vehicle in the front, 
despite the color is similar to the asphalt road surface such 
as the left vehicle in Fig. 7, would not affect the correctness 
of the detection rate in the proposed system. 

frame n frame n+6 
Fig. 6 Detection for occlusion vehicles 
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frame n frame n+6
Fig.7 Detection for dark vehicles 

c. Rainy day: 
In the rainy day, the major false detection is the 

influences from the water on the road surface and the water 
on the windscreen. The oscillating windscreen wipers 
wouldn’t affect the detection results in the rainy. The 
detection rate for the rainy test images was approximately 
85.6%. Some experimental results are shown in Fig. 8. 

frame n frame n+1 
Fig. 8 Detection on rainy day 

d. Night: 
The detection rate of the proposed system dropped to 

82.1% at night. The night circumstance is the most complex 
problem of the test sequences. The unexpected light sources 
cause false detection, such as headlights and tail lights that 
appeared suddenly. The line segments of the vehicles are 
disrupted by these spots of light. Figure 9 shows some 
detection results on the urban road at night. 

frame n frame n+1 
Fig. 9 Detection on night 

4. CONCLUSIONS 
This manuscript proposes a compact, low-cost and 

asynchronous binocular platform and an effective real-time 
front-vehicle detection algorithm. In the experimental 
results describe the proposed stereovision system for 
detecting obstacles under various road and illumination 
conditions. For the real-time applications, the average 
processing time of the proposed algorithm is approximately 
12 to 10 msec, and the frame-processing rate is capable of 
exceeding 90 fps with NTSC format. Thus the proposed 
system can be considered to real-time application. Because 

of the price, size, and easy setup of the proposed binocular 
system, the proposed system is suitable for real world 
applications. The experimental results obtained with various 
test images show that the proposed system can successfully 
detect the front vehicles and estimate their distances under 
various illumination and road conditions. 
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