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ABSTRACT

Multiview 3D displays have to multiplex a set of views on a

single LCD panel. Due to this, each view has to be down-

sampled by a considerable amount leading to loss of details.

In this paper, we extend the seam carving technique for adap-

tive resizing of images. It is proposed that the depth informa-

tion be used along with the image pixel intensity values for

resizing. This results in better resized multiview images. It

is clear from the results presented that the object structure is

maintained when the proposed method is used as compared

to vanilla seam carving.

Index Terms— Image resizing, seam carving, depth map,

freeview television, multiview, 3D.

1. INTRODUCTION

Multiview 3D (automultiscopic) displays [2] show 3D images

and videos that can be viewed without special glasses. Fur-

ther, by using more than 2 views, multiview 3D displays in-

corporate motion parallax, which gives the viewer more free-

dom, i.e. he does not need to keep his head position fixed.

Also, the user can be present anywhere in the reasonably wide

viewing zone. Typically, multiview displays multiplex 8, 16

or more number of views on the same LCD screen matrix.

A large number of views provides a more realistic immersive

viewing experience. However, due to the limited fixed reso-

lution of the LCD display grid, each of the individual views

must be resized before the spatial multiplexing process. At

present, multiview displays only provide horizontal parallax,

hence the views have to be downsampled along the columns

only. For a fixed display grid resolution, the downsampling

factor for each view is proportional to the number of views to

be multiplexed [3]. Traditional sampling theory dictates that

the views be suitably prefiltered before downsampling each of

them. Recent advances in the field of content aware image re-

sizing go beyond traditional sampling theory. The basic idea

behind these techniques is that resizing of images should not

only use geometric constraints, but consider the image con-

tent as well [[1], [5], [6], [7]]. One such image resizing tech-

nique which we use in this paper is called seam carving [1].

A seam is an optimal 8-connected path of pixels on a single

image from top to bottom, or left to right, where optimality is

defined by an image energy function. By repeatedly carving

out seams in one direction we can change the aspect ratio or

resize an image. This results in the most interesting regions of

the image being retained, i.e. different regions of the image

are affected differently. In this paper, an extension to seam

carving suitable for multiview images is proposed. The mul-

tiview image format we concentrate on is the ’2D plus depth’

standard MPEG 3D format [4], which consists of one view

and an estimated depth map using which other views can be

generated. We show that using the depth map values along

with the pixel intensity values gives superior resizing results

than vanilla seam carving which uses only pixel values. This

paper is organized as follows. In section 2, we briefly sum-

marize seam carving. Section 3 contains a discussion of the

multiview image format and the proposed resizing scheme.

This section also contains a discussion about extending the

idea to 3D video streams. This is followed by results in sec-

tion 4 where we compare seam carving with proposed depth

assisted seam carving. Section 5 concludes the paper.

2. SEAM CARVING

This section contains a discussion of seam carving condensed

from [1]. A vertical seam is an 8-connected path of pixels

in the image from top to bottom, containing one, and only

one, pixel in each row of the image. Formally, let I be an nm
image and define a vertical seam to be:

sx = (sx
i )n

i=1 = (x(i), i)n
i=1, s.t.∀i, |x(i)− x(i− 1)| ≤ 1

(1)

where x is a mapping x : [1, · · · , n] → [1, · · · , m]. The pix-

els of the path of seam s (e.g. vertical seam) will therefore be:

Removing the pixels of a seam from an image has only a local

effect: all the pixels of the image are shifted left to compen-

sate for the missing path. Given an energy function e, we can

define the cost of a seam as: E(s) = E(Is) =
∑n

i=1 e(I(si)).
We look for the optimal seam s∗ that minimizes this seam

cost:

s∗ = minsE(s) = mins

n∑

i=1

e(I(si)) (2)

The optimal seam can be found using dynamic programming.

The energy function used here was the L1 norm of the gradi-

ent, which can be defined as:

e1(I) = |∂I/∂x|+ |∂I/∂y| (3)
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Fig. 1. 2D image plus depth format examples.

3. 2D PLUS DEPTH IMAGE FORMAT AND
PROPOSED RESIZING

Recently, MPEG has finalized the draft for coding videos for

free viewpoint television as well as 3DTV. The selected com-

pression technique deals with coding one of the views as well

as an associated depth map. Examples of the image plus depth

map set (for the Philips display) are shown in figure 1. For

multiview displays, the depth map values are used (along with

the existing reference view) to generate novel views. The

modified seam carving algorithm is as follows. From, the

depth map, a scaled inverse depth image is obtained. This

image is appended to the existing image of the 2D view im-

age. Then, seam carving is performed on the combined 2D

image and depth signal. In this case, a vertical seam can be

defined as:

sx = (sx
i )n

i=1 = (x(i), i, d(i))n
i=1, s.t.∀i, |x(i)−x(i−1)| ≤ 1

(4)

where d(i) is the scaled inverse depth map value for the pixel

at location x(i). The reason why seam carving is expected

to perform better for 2D image plus depth input input rather

than just with a 2D image input or just a depth map alone

is as follows. A good depth map provides valid regions of

gradient change between objects, i.e. inter object boundaries.

However, the depth map may not identify some valid intra

object gradients and boundaries. On the other hand, gradient

detection for the 2D image identifies both valid and spurious

boundaries at both intra and inter object regions. Combin-

ing the depth map with the 2D image helps provide a good

competition between the intra object boundaries and valid in-

ter object boundaries when the seams are being carved out.

Since the L1 norm of the image gradient is used as the energy

function for seam carving, combining 2D image and depth

map in turn provides truer estimates of the energy function

and thus improves the performance of the seam carving algo-

rithm. Mathematically, this tradeoff between the inter object

boundaries and intra object boundaries is incorporated into

the energy function by the proposed method. Thus, the re-

vised energy function from equation 3 can be written as:

e′1(I) = αintra(|∂I/∂x|+|∂I/∂y|)+αinter(|∂D/∂x|+|∂D/∂y|)
(5)

where e′1 is the modified energy function, αintra and αinter

are the within object and between object importance weight-

ing terms. D is the inverse depth map. It should be noted

that the first term, in reality captures both inter and intra ob-

ject gradients, therefore the αs must be suitably adjusted to

give comparable weighting to inter and intra object bound-

aries (Eg: αintra = 0.75, αinter = 0.25).

3.1. Extending the proposed method to 3D multiview
videos

So far, our discussion has concentrated on multiview images.

Here, we look at how the proposed depth assisted seam carv-

ing can be extended to multiview 3D videos. The basic idea

is to introduce a temporal consistency measure for both the

depth map stream as well as the video stream. For a given

(multiview) video frame Fj , we only consider the immediate

previous adjacent frame (Fj−1), as was done in [5]. We mo-

tion compensate the adjacent frame Fj−1 using the frame Fj

as the reference, to obtain frame F ′
j−1. One important mod-

ification is in the input to the motion estimation algorithm is

that all the frames Fj , Fj−1 actually contain the 2D image

plus depth information, and are not just pixel intensity planes.

Any true motion estimation scheme will suffice, we use a uni-

directional block based motion estimator along with motion

vector smoothing and refinement steps. Such true motion es-

timation ideas have been studied extensively in many papers

(for example in [8], [9], [10]) and we will not reproduce those

details here.

Since we are enforcing temporal smoothness constraints,

the energy function for the kth seam to be carved will now

depend on all the kth intermediate seam carved image (with

k − 1 seams removed) of the previous frame. Incorporating

the adjacent frame constraints into the energy function, we

can rewrite the energy function for the kth seam being carved,

as follows:

e′′1(I, k) = αintra(|∂I/∂x|+ |∂I/∂y|) + αinter(|∂D/∂x|
+|∂D/∂y|) + αtemp|F k

j − F k
j−1|

(6)

where αtemp is the temporal smoothness weighting factor,

and F k
j and F k

j−1 are the intermediate images (2D plus depth

combined) of the jth and (j − 1)th frames respectively.

4. RESULTS

In this section, we present 4 sets of images and their respec-

tive depth maps. For each, we apply seam carving on the

intensity values. We also apply the proposed depth assisted

seam carving method on the 2D image plus depth signal. For

the figures with the input image signals (figures 2,4, 6 and

8 ), note that the left halves contain the intensity map and

the right halves contain the depth maps. Also, for the fig-

ures with the resized output images (figures 3,5, 7 and 9 ), the

left halves contain the vanilla seam carving results whereas
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the right halves contain the results of the proposed method.

Images 1 and 2 (figures 2 and 4) were originally 256x256 im-

ages, 100 columns were seam carved from each image to get a

final output image size of 256x156 (figures 3 and 5). Images

3 and 4 (figures 6 and 8) were originally 800x640 images,

200 columns were seam carved from each image to get a final

output image size of 800x440 (figures 7 and 9). From the re-

sults, it is clear that using the depth information helps retain

the objects in a more coherent manner.

We also conducted a subjective visual test with these 4

sets of images. 4 image pairs (Each pair consisted of one im-

age each for proposed method and seam carving) were pre-

sented to 10 viewers who was asked to judge if the left image

was better than the right image and vice versa. The left image

could either be the proposed method or vanilla seam carving

and vice versa (i.e. the input order in the pair was random-

ized). The results of the test is presented in the histogram

in figure 10. The negative valued bins show the viewer bias

towards vanilla seam carving and positive valued bins indi-

cate user preference to the proposed method. It is clear from

the histogram that the viewers mostly prefer the proposed

method’s output (88 % of the time). This corroborates our

expectation that depth information is beneficial for content

aware resizing.

Fig. 2. Image 1: 2D and depth input.

5. CONCLUSION

In this paper, we have extended the content aware seam carv-

ing technique for adaptive resizing of images to multiview

images. We have shown that the method performs well for

the 2D image plus depth format. We also presented a discus-

sion about extending this idea to multiview 3D video streams.

Future work would include extending this idea to jointly re-

size a set of views, i.e. the extended H.264 MVC format.

Also, more analysis is needed for 3D video streams to ensure

temporal consistency of the seam carved multiview output.
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