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ABSTRACT 

 
In Wyner-Ziv video coding (WZVC), the quality of side 
information (SI) has a critical impact on the coding efficiency. 
Most existing WZVC schemes generate SI using decoder-side 
motion estimation (ME), where the current frame is unavailable 
and the ME accuracy is greatly impaired. In this paper, without 
introducing additional bitrate overhead, we incorporate fractional-
pel motion search, reduced block sizes and multiple hypothesis 
prediction into our previously proposed decoder-side multi-
resolution motion refinement framework [1], where the current 
frame is progressively decoded, and based on which the decoder 
iteratively refines the motion to improve its accuracy. Theoretical 
analysis shows significant gain of the combination of these 
advanced techniques. A practical SI estimator is implemented and 
provides prediction performance comparable to H.264/AVC. 
  

Index Terms—Wyner-Ziv video coding, motion estimation, 
multi-resolution processing, rate-distortion analysis. 

 
1. INTRODUCTION 

 
Wyner-Ziv video coding (WZVC) is gaining increasing attention 
because of its important applications in video surveillance, low-
cost cameras and wireless sensor networks, etc. In WZVC, frames 
are encoded as syndromes, and the syndromes are decoded based 
on some side information (SI) available at the decoder. The quality 
of the SI is critical to the rate-distortion (R-D) performance of 
WZVC. The SI is usually generated from motion compensated 
prediction (MCP) based on previously decoded frames, thus 
accurate motion estimation (ME) is crucial to better SI generation. 
In most application scenarios of WZVC, encoder-side ME is 
prohibited by its complexity, thus ME has to be performed at the 
decoder side. One significant difference between decoder-side ME 
and encoder-side ME is that the decoder does not have access to 
the current frame. This hurts the accuracy of the estimated motion 
vectors (MV), and consequently, more bits (syndromes) are needed 
to reconstruct the current frame. This rate loss is referred to as the 
video coding loss in [2], which has been the bottleneck in 
improving the coding efficiency in WZVC. 

If the decoder does not have any access to the current frame, 
temporal domain motion extrapolation is usually employed to 
derive the motion for the current frame. The accuracy of motion 
extrapolation is poor. Analytical results in [2] suggest that WZVC 
with motion extrapolation could fall 6dB or more behind 
conventional video coding due to inaccurate MCP. 

Many schemes have been proposed to improve the decoder-
side ME accuracy for WZVC. One common feature of these 
approaches is to let decoder have partial access to the current 
frame, which could be the hash code [3] or CRC code [4] of 

selected blocks, or some partially-decoded form of the current 
frame [5][6]. In our previous work [1] we propose to decode the 
current frame progressively in the resolution dimension. Once a 
low-resolution version of the current frame is reconstructed, ME is 
performed with respect to previously decoded frame(s) to refine 
the motion field, and the refined motion information is employed 
in the Wyner-Ziv decoding of the next resolution level of the 
frame. This approach is called multi-resolution motion refinement 
(MRMR). Theoretical analysis shows that, if the same block 
matching algorithm (BMA) is employed for both MRMR and 
conventional inter-frame ME (where the estimator has full access 
to the current frame), MRMR falls only about 1.5 dB behind 
conventional ME, which is a significant improvement over motion 
extrapolation. 

It should also be noted that unlike encoder-side ME, decoder-
side ME does not suffer from the overhead in transmitting the 
motion information. Hence, a natural question to ask is: can we 
improve the SI quality of MRMR by providing a more detailed 
description of the motion field? Conventionally, if a BMA is used 
for ME, greater details of the motion can be provided by 
fractional-pel motion search, using smaller block sizes, or using 
multiple MVs for one block. In this paper, we study the 
performance of MRMR with these advanced ME techniques 
integrated. The rest of the paper is organized as follows. Section 2 
reviews our previous work on the R-D modeling for MRMR. 
Section 3 analyzes the potential gain when MRMR is combined 
with advanced ME techniques. Section 4 presents a practical 
wavelet-domain SI estimator and the simulation results. Section 5 
concludes the paper. 

 
2. REVIEW OF PRIOR WORKS 

 
Girod [7] shows that for a 2-D colored signal s and its MCP 
residual e, the following relationship holds 
 21 exp T

ee ss d
 (1) 

where ss and ee denote the power spectrum density (PSD) of s 
and e, respectively,  = ( x, y)T is the 2D spatial frequency, d 
denotes the error between the estimated MV and the true MV, and 

2
d

 denotes the variance of “motion displacement”. At high rates, 
the rate saving obtained by MCP over intra-frame coding is 1  
 2

22

1 log 1 exp
8

T
MCP intra dR R R d . (2) 

Eq. (2) suggests that the coding gain of MCP depends 
exclusively on 2

d
, or the accuracy of ME. 

                                                                 
1 In this section and the next, we do not consider the extra bits spent for 
MVs. However, we should keep in mind that in conventional inter-frame 
coding, the overhead in transmitting MVs is not trivial. 
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For encoder-side inter-frame ME, BMAs are widely adopted. 
An excellent model is proposed by Buschmann [10] to estimate the 
accuracy for BMAs, where a BMA is approximated by a series of 
data processing applied to the true motion field: estimation 
filtering, sampling, quantization and reconstruction filtering. If the 
cost of transmitting the motion information is ignored (i.e., we can 
use dense sampling to avoid aliasing and use fine fractional-pel 
motion search to reduce quantization noise), the only operation 
that contribute to the motion displacement is the estimation 
filtering, which is caused by using a local neighborhood during the 
matching. According to our previous result [1], we model the 
estimating filter as a low-pass filter with the bandwidth /B, where 
B is the 1-D block size for matching, and derive the motion 
accuracy of inter-frame ME as 
 2 2 1 2 22 2 lnd s d dB kB  (3) 
where s stands the for motion correlation of neighboring pixels. 
According to [10], we use s = 0.983 for CIF sequences and s = 
(0.983)2 = 0.966 for QCIF sequences. The corresponding k = 0.005 
and 0.01, respectively. 

Also in [1], we derive the motion accuracy of MRMR as 
 2 2 max ,d MRMR d x ykB . (4) 

Note that in MRMR, if the same block size is used for a down-
sampled version, the actual bandwidth of the estimation filter 
becomes larger. That is why the motion error is a function of . 

Substitute (3) and (4) into (2), we can get the efficiency of 
inter-frame ME and MRMR, respectively.  

Assume B = 4, k = 0.01, numerical results are generated and 
plotted in Fig. 1 for Rinter and RMRMR. For comparison purpose, 
we also plot the rate saving performance of motion extrapolation 
( Rext) in Fig. 1, using the model constructed in [2], where t is the 
temporal motion correlation. We can see that for motion 
extrapolation, the rate saving performance becomes marginal for 
sequences with low or medium t. Even when t is as high as 0.9, 
MRMR can still save 0.02 to 0.51 bpp more than motion 
extrapolation. The gap between RMRMR and Rinter is almost a 
constant around 0.25 bpp. It is well known that for high rate 
coding, the rate difference at 1 bpp can be translated into 6.02 dB 
PSNR difference. So we conclude that MRMR falls about 1.5 dB 
behind inter-frame ME, and outperforms motion extrapolation by 
up to 5 dB (for medium or low t). 

 
3. MRMR WITH EXTENSIVE MOTION EXPLORATION 

 
The analysis in the previous section is based on the 

assumption that both inter-frame ME and MRMR use the same 

settings in the BMA. However, since MRMR is performed at the 
decoder side, it has the advantage that the motion information does 
not have to be transmitted. Without this overhead, it is possible to 
exploit more advanced ME techniques to extensively explore the 
dependency between the current frame and the reference frame(s). 
In the literature, better MCP can be achieved through fine 
fractional-pel motion search [8], using smaller block sizes or 
multiple hypothesis prediction [9][11]. In this section, we will 
analyze the performance of MRMR with these techniques. 

 
3.1 MRMR with fractional-pel motion search 

 
BMAs introduce quantization noise to the true motion field 
because the reference frame(s) is sampled on a discrete grid. In (3) 
and (4), the quantization noise is not considered. In this subsection, 
we model the quantization error in BMAs as an additive white 
noise with variance 2

d q
, thus (3) and (4) are adjusted as 

 2 2 2
d inter d d qkB  (5) 

and 
 2 2 2max ,d MRMR d x y d qkB  (6) 

respectively. According to [10], 2
d q

 is derived by applying 

uniform scalar quantization with the step size q to a random MV 
with the p.d.f. pd(d). Here q represents the pel-accuracy of the 
BMA (for example, q = 1 for integer-pel motion search). We use 
the same settings as in [10], where pd(d) is assumed to be a 
generalized Gaussian distribution with the shape factor being 0.3. 

Still assume B = 4 and k = 0.01, we plot the rate saving curves 
in Fig. 2 for integer-pel, half-pel, quarter-pel accuracy search for 
both inter-frame ME and MRMR. It can be seen that the rate 
saving using fractional-pel accuracy search in MRMR is less 
significant than in inter-frame ME. This can be explained from (6) 
that the impact of low-pass filtering noise is more significant in the 
MRMR case. We also conclude that in MRMR, it is more effective 
to perform fractional-pel motion search at the high frequency 
subbands where the low-pass filtering noise is less dominant. 

The results in [2] show that improving the pel search accuracy 
does not help much in motion extrapolation. However, it is usually 
worthwhile to perform fractional-pel motion search in MRMR. 
The possible rate saving is up to 0.25 bpp if an integer-pel search 
is substituted by a quarter-pel search, which can be translated into 
1.5 dB in PSNR gain. On the other hand, putting Fig. 1 and Fig. 2 
side-by-side we can see, the extra gain is marginal by employing 
motion search that is finer than quarter-pel. 
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Fig. 1. Comparison of the rate saving performance among inter-frame ME, 
MRMR and motion extrapolation. 
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Fig. 2. Rate saving performance of MRMR and inter-frame ME using 
different pel-accuracy search methods. 

722



3.2 MRMR with smaller block sizes 
 

For very accurate ME with small 2
d

, using a Taylor series 
expansion, (2) can be approximated as 
 2

22

1 log
8

T
dR d . (7) 

By substituting (4) into (7) we can see that reducing B by half also 
halves the motion error, which means an extra 0.5 bpp can be 
saved, or equivalently, the SI quality can be improved by 3 dB. 
This encourages the use of smaller block sizes. However, block 
matching with a very small B is an ill-posed problem. People 
usually impose some smoothness constraint to make sure the 
derived motion field is physically meaningful. This is equivalent to 
applying additional inter-block low-pass filtering to the motion 
field, which somewhat limits the gain of reducing the block size. 

 
3.2 MRMR with multiple-hypothesis prediction 

 
In BMAs, multiple-hypothesis prediction (MHP) is usually 
employed to improve the prediction performance. One typical 
example is the bi-directional prediction. In this paper, we will not 
consider B pictures. In stead, the prediction of the current block is 
the weighted average of N motion-compensated blocks (each of 
which is called a hypothesis) from previously decoded frame(s). 
Using the results in [9], if all the hypotheses are noise-free, the rate 
saving using MHP is 
 1

22

1 log 1
8

H H
MHPR E dP DD P  (8) 

where d1, …, dN denote the MV displacements for the N 
hypotheses,  D = [exp(– T d1), …, exp(– T dN)]T, P = E(D), and 
the superscript H stands for the transposed conjugate. 

Following the same settings as in [11], we let the motion 
displacements be jointly Gaussian, each of which has the same 
variance (denoted as 2 ), and the correlation between any two 

displacements are the same (denoted as ). Then (8) can be 
simplified as (see the Appendix for more details): 

2

22 2

exp1 log 1
8 1 ( 1)exp 1

T

MHP T

N
R d

N

. (9) 

The results in [11] is under the assumption that the N 
hypotheses are simply averaged, while (9) is the optimum case 
where the N hypotheses are Wiener filtered.  

For very accurate ME, (9) can be approximated as 
 2

22

1 1 1log
8 1

T
MHP

N
R d

N N
. (10) 

We can see that for large Ns, reducing  is equally important as 
reducing 2 ; if the displacements are mutually independent 

( =0), 2  doubling the number of hypotheses is equivalent to 
reducing 2  by half (which means a 3 dB gain in prediction 

performance); however, while >0, no significant gain can be 
obtained by increasing N when N >>1/ . 

Eq. (9) is for conventional inter-frame coding, however, it can 
be easily extended to MRMR by replacing 2  with 2 ( ) . Let 
B=4, k=0.01 and assume there is no quantization noise in the ME. 
We plot the rate-saving curves for MRMR in Fig. 3. Our 
discussions above can be well confirmed. 

 
4. SIMULATION RESULTS 

 
From the previous analysis, we know that if the same BMA 
settings are used, there is a 1.5 dB gap between MRMR and inter-
frame ME. However, either reducing the block size by half or 
doubling the number of hypotheses can provide a rate saving by up 
to 0.5 bpp, making it possible to make up the 1.5 dB gap. Certainly 
those techniques can also be employed in inter-frame ME, but the 
corresponding motion overhead is not negligible. For example, the 
number of MVs will be doubled if the number of hypotheses is 
doubled, or quadrupled if the block size is halved. State-of-the-art 
video compression standard H.264/AVC [12] employs quarter-pel 
search, no smaller than 4x4 blocks and 1 hypothesis (1 MV) for 
each inter-predictive block. In this section, we will integrate the 
ME techniques into a practical MRMR framework to reduce the 
video coding loss, and compare its prediction performance with 
H.264/AVC. 

We use DWT for the multi-resolution decomposition. The 
reference frame(s) are decomposed using redundant DWT to 
overcome the shift-variance problem. In the lowest resolution level, 
the motion field is set to zero. After one resolution level is decoded, 
motion is refined based on this level and the corresponding level(s) 
of the reference frame(s). The process iterates until the full 
resolution frame is decoded. Due to space limit, the reader is 
referred to [1] for greater details of the system. 

We divide the current (low-resolution) frame into 2x2 blocks 
and perform motion search on quarter-pel accuracy. A smoothness 
constraint is imposed to avoid a chaotic motion field. Up to 8 
hypotheses are searched for each block and their average is used 
for the prediction (see [11] for details). If no match is found, the 
prediction is set to zero. For simplicity, only 1 previously 
reconstructed frame is used as reference. 

To measure the prediction performance, we treat the residual 
samples in a subband as i.i.d., and calculate the rate saving as  
 1

2
0

1 log
2

MSE
R

MSE
 (11) 

where MSE1 is the mean-square-error (MSE) of the MCP, MSE0 is 
the MSE of all-zero prediction (or if intra-frame coding is 
employed). Finally the saved rates are weighted-averaged 
according to the number of samples in each subband for the overall 
rate saving. For H.264/AVC, the prediction results are generated 
by JM13.2 [13] using the baseline profile, and is wavelet 
decomposed for comparison. 

In the first simulation, we consider the noise-free case, where 
the frames are finely quantized such that the prediction error is 
                                                                 
2  can certainly take negative values, but as proved in [11],   (1–N)–1, 
so here we use 0 as the lower bound of  for large Ns. 
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Fig. 3. Rate saving performance of MRMR with MHP. 
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almost purely due to motion mismatch. The first 100 frames of ten 
QCIF sequences are tested. The results are listed in Table I. We 
can see that with extensive motion exploration, the prediction 
performance of MRMR can be very close to that of state-of-the-art 
inter-frame coding (the 0.03 bpp difference can be translated into 
0.18 dB in PSNR performance), without any overhead in 
transmitting the motion information. We can also see that typically, 
if MCP is effective for the sequence, where the achievable rate 
saving is higher than 2 bpp for both methods, MRMR is as good as, 
or even better than H.264/AVC; otherwise MRMR still suffers a 
performance gap(except for the Miss America sequence). This is 
partly because the intra-prediction mode in H.264/AVC also 
provides good prediction if no match is found in the ME. 

Secondly, we consider the case that the reference frames are 
noisy. Fig. 4 shows the testing result on the Foreman sequence. We 
can see that the performance gap becomes smaller for low-quality 
references. This is because in MHP, the quantization noise from 
multiple hypotheses is suppressed by averaging. 

Finally, in terms of complexity, MRMR also provides some 
advantage over motion extrapolation, if the same BMA is used in 
both approaches. For example, when the motion refinement is 
carried out based on a half-resolution image, the number of MVs 
for estimation is 1/4 of that of a full-size image. For an N-level 
refinement, the overall complexity is (1/4 + 1/16 + …) < 1/3 of the 
complexity of the full-resolution motion extrapolation. When 
compared to the ME module of H.264/AVC, MRMR is certainly 
more complex, mainly due to the increased number of MVs to 
determine. However, MRMR is carried out at the decoder side, 
which makes the encoding process much simpler than H.264/AVC. 

 
5. CONCLUSIONS 

 
Inefficient SI generation is the bottleneck in improving the 

coding performance of WZVC. Without full access to the current 
frame, decoder-side ME can never outperform encoder-side ME if 
the same ME method is employed. However, decoder-side ME can 
benefit from more detailed motion information, which, if generated 
and transmitted by the encoder, incurs non-negligible bit overhead. 
In this paper, based on our previous approach of MRMR, we 
provide theoretical analysis to the performance achieved by 
integrating MRMR with advanced ME techniques. The practical SI 
estimator we implemented shows prediction performance 
comparable to H.264/AVC. 
 

APPENDIX 
 

Similar to the discussion as in [11], we have 
 2,PP 1  (12) 

and 
2 2, 2(1 ) 1 , 2(1 )H TE P diag PDD 11 . 

  (13) 
where 2 21

2, exp TP  is the Fourier transform of a 

Gaussian p.d.f., and 1 = [1, …, 1]T. 

On the other hand, if matrix C = b 11T + diag(a – b), its 
inverse can be written as 
 1 diag ( 1)

( 1)

Tb a N b
a b a N b
11

C . (14) 

Substitute a with 1, b with 2, 2(1 )P , and insert (12) – 

(14) into (8) we get (9). 
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Table I. Comparison of the prediction performance between MRMR and H.264/AVC 
Saved Rates (bpp) a Akiyo CarPhone Container Football Foreman Miss_Am M&D News Suzie Salesman Average
MRMR –2.89 –1.70 –3.48 –0.42 –1.88 –1.46 –2.09 –2.80 –1.10 –2.44 –2.03 
H.264/AVC –2.58 –1.88 –3.04 –0.75 –2.03 –1.53 –2.12 –2.82 –1.31 –2.54 –2.06 
a Rate saving with a greater absolute value means better prediction. 
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