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ABSTRACT

We present a novel selective blurring algorithm that mim-

ics the optical distance blur effects that occur naturally in

cameras and eyes. The proposed algorithm provides a real-

istic simulation of distance blurring, with the desirable prop-

erties of aiming to mimic occlusion effects as occur in natural

blurring, and of being able to handle any number of blurring

and occlusion levels with the same order of computational

complexity. We have performed subjective experiments to

compare the perceived quality of distance blurred images with

that of foveation-filtered images under equivalent conditions,

when both are used as space-variant prefiltering stages prior

to a JPEG encoder. The results show that the distance-based

blurring was significantly preferable to the foveation blurring

for four out of nine test images, whereas a significant converse

preference was found for only one test image.

Index Terms— Depth of field, foveated image coding,

foveation.

1. INTRODUCTION

Lossy image and video coding systems aim to allow, for a

given bitrate constraint, distortion that is maximally accept-

able to the observer. The usual approach in aiming for max-

imally acceptable distortion is to aim for minimally visible

distortion. One approach, known as foveated coding, does

this by applying a spatially-varying fidelity or bitrate which

aims to match the spatial fall-off in retinal cell density (hence

resolution) of the human eye [1], thereby saving bitrate by ex-

ploiting the fact that, at any instant in time, the eye will only

see a narrow region in sharp focus [2]. In gaze-contingent
coding, in which the display adapts in real time to viewer eye

movements, clear benefits have been demonstrated, such as

an 18.8-to-1 reduction in bandwidth with minimal perceived

distortion [3]. However, in the scenario where the observer’s

eyes are free to look away from the assumed foveation point,

as in systems which rely on the prediction of eye movements

(e.g., Itti [4]) the benefits are not so clear.

An alternative to aiming for minimally noticeable distor-

tion is to aim for distortion of a style that is visually more
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acceptable if noticed, thereby reducing or removing the need

for human fixation to be correctly predicted. One such an al-

ternative, borrowed from photography, is the idea of reducing

depth of field, which produces visible distortion but is consid-

ered to enhance overall picture quality. A convenient side ef-

fect of this is that the resulting reduction of image bandwidth

will reduce the average bitrate if used as a preprocessing stage

in front of most image or video encoders. A related approach

is the extension of foveation into the third dimension, by also

matching the depthwise fall-off in resolution due to eye focal

effects [5] as well as matching sideways fall-off in retinal res-

olution as in ordinary foveation. However, to our knowledge,

distance blurring on its own, with the aim of disguising image

or video bandwidth reduction as a natural camera effect, has

not been employed for bitrate reduction purposes.

We propose a novel selective blurring algorithm that aims

to mimic the optical distance blur effects that occur naturally

in a camera or eye. The proposed algorithm differs from ex-

isting approaches [5, 6, 7] by virtue of emulating occlusive

effects (as occur in natural blurring at object edges) while be-

ing able to handle any number of blurring levels and occlusion

levels with the same order of computational complexity. We

present it in the context of image bitrate reduction, which we

support by a subjective comparison with foveation filtering.

Sec. 2 of this paper describes the algorithm. Sec. 3

presents the results of the subjective comparison. Sec. 4

concludes the paper.

2. PROPOSED APPROACH

In order to mimic the style of blurring that a human viewer

would be accustomed to seeing in photographs, it is necessary

to cater for the effects that occur around the boundaries of ob-

jects which occlude further-away objects in the scene. These

occlusive blurring effects occur when, for example, a sharply-

focussed near object is in front of a blurred distant object, so

that the blur of the distant object stops sharply at the edge of

the near object, with no part of the blur overlapping any part

of the near object (see Fig. 1). Conversely, if a blurred near

object is in front of some sharply-focussed distant object, the

edges of the blur of the near object will spread over the dis-

tant object. However, in contrast, an ordinary, unocclusive

selective blurring technique would cause every blurred pixel
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Fig. 1. Left: example of occlusive effect of distance blurring.

The light from the near spot is focussed sharply on one point,

but the light from the far spot (out of focus) is spread over a

region which cuts off sharply (due to the occlusive black ob-

ject) at the image of near spot. Right: examples of occlusive

selective blurring (top: lamp in focus; bottom: cans in focus).

Image: Head & Lamp from Tsukuba University.

to be spread over its neighbours regardless of whether they

are considered nearer to or further from the camera.

We propose an occlusive selective blurring algorithm that

works whereby the intensity from each pixel is spread uni-

formly over a square area of variable size, subject to sharp

occlusions by any nearer pixel. Given an image we apply a

spatial map of blur levels combined with a spatial map of oc-

clusion levels. Ordinary, unocclusive square blurring could be

done with computational simplicity using an approach involv-

ing cumulative images (integral pictures), but to incorporate

occlusion effects, we use a modified approach in which each

pixel sum is handled using a special look-up tree that per-

forms any partial sum that discards all pixels below a given

occlusion level. The details of the algorithm are given below.

Consider a greyscale image or colour plane g :Z2 →R, a

blur map b :Z2→{0, 1, 2, ...} and an occlusion map ω :Z2→
Z, whereby each ω(x, y) gives the occlusion level at image

location (x, y), and whereby locations with higher occlusion

levels will occlude locations with lower occlusion levels. We

define these over Z
2 for simplicity; in practice we only work

over a narrow subset of this. Let I represent a binary-valued

indicator function which states whether a proposition is true

(1) or false (0), and define βb(x, y)=2b(x, y) + 1 for all x, y.

We define an occlusively selectively pixel-spreaded array,

Sg,b,ω : Z
2 → R, in terms of g, b and ω as follows:

Sg,b,ω(x, y) =
∑

(m,n)∈Z2

( g(m,n)
βb(m,n)2 × I (ω(x, y) ≤ ω(m, n)) ×
I (max{|x − m|, |y − n|} ≤ b(m, n))

)
(1)

for all x. In other words, the greyscale intensity g(m, n), from

location (m, n) will only spread over another location (x, y)

if max{|x − m|, |y − n|} ≤ b(m, n) and ω(x, y) ≤ ω(m, n)
Consider the three-argument function S′

g,b,ω : Z
3 → R,

defined as follows:

S′
g,b,ω(x, y, α) =

∑
(m,n)∈Z2

( g(m,n)
βb(m,n)2 ×

I (max{|x−m|, |y−n|} ≤ b(m, n))
× I (α ≤ ω(m, n))

)
(2)

for all (x, y) and α. Note that Sg,b,ω(x, y) = S′
g,b,ω(x,y,

ω(x, y)) for all (x, y). Now consider a function S′′
g,b,ω :

Z
2 → R

∞, defined such that for each x and α (both integers),

S′′
g,b,ω(x, y) is an ∞-dimensional vector, the αth component

of which is S′
g,b,ω(x, y, α) and the ω(x, y)th component of

which is Sg,b,ω(x, y). Consider also a function g′′
ω

: Z
2 →

R
∞, defined such that for each m, n and ω (all integers),

g′′
ω
(m, n) is an ∞-dimensional vector, the αth component of

which is g(m, n) I(α ≤ ω(m, n)). It can be shown that

S′′
g,b,ω(x, y) =

∑
(m,n)∈Z2

( g′′
ω
(m,n)

βb(m,n)2 ×
I (max{|x−m|, |y−n|} ≤ b(m, n))

)
. (3)

From this, the following can be derived:

S′′
g,b,ω(x, y) =

∑x
m=−∞

∑y
n=−∞ D′′

g,b,ω(m, n) (4)

for all (x, y), where D′′
g,b,ω is defined as follows:

D′′
g,b,ω(m, n) =

∑
(p,q)∈Z2

(
g′′

ω
(p,q)

βb(p,q)2 .
(
δp−b(p,q)

q−b(p,q) + δp+b(p,q)+1
q+b(p,q)+1

− δp+b(p,q)+1
q−b(p,q) − δp−b(p,q)

q+b(p,q)+1

)
(m, n)

)
(5)

for all (m, n), where δm
n (x, y) = I(x=m and y=n) for all m,

n, x and y.

Equations (4) and (5) define the pixel spreading approach

in terms of infinite dimensional vectors but do not show how

we deal with them computationally. Our computation in-

volves two main stages: firstly we construct what we refer

to as corner lists and secondly we build from these a number

of chains of interconnected binary tree structures, referred to

herein as occlusive sum look-up trees.

Each ±g′′
ω
(p, q)/βb(p, q)2 vector is represented by just

two values, ω(p, q) and ±g(p, q)/βb(p, q)2. The D′′
g,b,ω(x, y)

values are each represented and manipulated as an unordered

list of all ( ω(p, q) , ±g(p, q)/βb(p, q)2 ) pairs at the four loca-

tions which satisfy (x, y) = ( p + 1/2 ± (b(p, q) + 1/2) , q +
1/2 ± (b(p, q) + 1/2) ) (that is, each at a corner of the square

spread of the pixel). At the start, each D′′
g,b,ω(m, n) is rep-

resented by an empty list; subsequently, additions and sub-

tractions are performed simply by appending the ( ω(p, q) ,
±g(p, q)/βb(p, q)2 ) pairs to the end of the corner lists.

After the corner lists have been assembled, they are re-

placed with tree structures that contain the same information
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but which allow partial sums of pixel values over certain sub-

divisions of the image while excluding anything below a cer-

tain occlusion level. The image is partitioned into a hierarchy

of groups of 1, 2, 4, 8, etc. adjacent rows, for each of which a

partial sum, to a given occlusion level and to a given horizon-

tal location, can be performed efficiently using our occlusive

sum look-up trees. For each level of the hierarchy, and each

row group, a one-dimensional array of look-up trees is con-

structed, each of which can be used to efficiently look up the

sum of all values in that row group to the left of the given col-

umn. The look-up tree for each location in these arrays can

be considered to hold a partial S′′
g,b,ω(x, y) vector; that is, an

array of partial sums, one for each occlusion level. To calcu-

late the Sg,b,ω(x, y) value for a given row, column and occlu-

sion level, the appropriate partial sums from the appropriate

row groups are separately extracted then added together. This

costs O(log N) for each extraction, with O(log N) extrac-

tions, so costing O(log(N)2) for each pixel location.

As a final stage, our algorithm applies an adjustment fac-

tor to each location in result of this pixel-spreading, by di-

viding each pixel colour component by the luminance of a

pure-white image after subjection to the same occlusive pixel-

spreading. This compensates for the fact that this approach

would otherwise unnaturally darken the image near object

boundaries.

The images on the right-hand side of Fig. 1 were gener-

ated by the proposed algorithm, with different parts of the

scene chosen to be in focus.

The next section reports on our subjective experiment in

which we employed our algorithm.

3. EVALUATION AND RESULTS

We have performed a subjective experiment to test the hy-

pothesis that distance blurred coding is preferable to foveated

coding.

Forty-three non-expert subjects compared the results of

distance-based blurring and foveation filtering as prepro-

cessing stages for a JPEG encoder. The test method was a

non-standard, single-stimulus modification of Variant I of

the Double-Stimulus Continuous Quality Scale (DSCQS) [8]

test, named herein SSCQS. Three images were used (see

Fig. 2), from the Middlebury Stereovision test set [9] along

with their associated disparity maps (from which blur maps

and occlusion level maps were derived). We use a cut-off fre-

quency interpretation [2] of the Geisler and Perry eye model,

whereby fc(e) = e2 ln(1/CT0)/((e + e2)α) for all retinal

eccentricities e (deg), where fc(e) is the spatial cutoff fre-

quency (cycles/deg) and (e2, α, CT0) = (2.3, 0.106, 1/64).
Eccentricities were approximated according to the relation-

ship e = (360
√

(x−x′)2 + (y−y′)2)/(2πHR), for each image

location (x, y), where (x′, y′) is the fixation point, with image

height H pixels, and distance/height ratio R (given viewing

distance 40cm and screen resolution 0.264mm per pixel).

Fig. 2. Top: raw images (Art, Dolls and Cones), with our

chosen points of interest shown by a white dot. 2nd row: as-

sociated disparity maps. 3rd row: foveation filtered, JPEG-

encoded test images for mean blur 10. Bottom: images using

distance blurring.

The conversion from fc(e) values into a blur map was done

by calculating the corresponding 1/fc(e) values and scaling

them proportionally such that the overall mean blur level was

a predefined value. In order to provide a fair comparison, both

blurring schemes were implemented using the same occlusive

selective blurring code, with the only differences being the

blur maps and occlusion maps used. The foveation filtering

was done using a uniform occlusion map (i.e., no occlusion).

The blur maps for the distance-blurring were created such

that the blur-level histogram was exactly the same as for the

foveation filtering. Mean blurring levels of 3, 5 and 10 were

investigated, at 0.4 bpp.

Fig. 2 shows the raw images (with point of interest high-

lighted) and disparity maps, along with example test images

for each of the two types of blurring. Fig. 4 shows extracts

from these images.

The results of the evaluation are summarized in Fig. 3,

which shows the mean scores and score differences when

comparing equivalent pairs of foveated and distance-blurred

images. Overall, five out of nine of the images gave statis-

tically significant results, of which four out of five results

indicated an average preference for the distance-based blur-

ring over the foveation filtering.

The results show a clear preference for the higher blurring

level of ten pixel-widths, whereas the lower-blur-level results
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Fig. 3. Left: mean test scores between foveation filtered (eye-
based) and distance blurred (dist-based) images. Right: mean

differences. 95% confidence intervals are indicated by a white

bar area on the away-from-zero side of each mean and a pale-

coloured bar area on the towards-zero side of each mean. Sig-

nificant differences have an area of darkly-coloured bar.

were more prone to random error, as is to be expected con-

sidering that the blurring at these levels was very slight, so

ordinary JPEG artifacts dominate the visible distortion. One

result (minimum-blur Cones) gave a significant negative re-

sult, favouring foveation-filtered JPEG over distance-blurred

JPEG. At this low blur level, JPEG compression artifacts had

visual dominance over the blurring effects, so the question

which type of blurring was better was obscured by random

artifact differences. Both versions of this image are shown

in Fig. 5, with zoomed-in extracts showing that the favoured

image exhibited marginally smoother features near the point

of interest.

4. CONCLUSION

We have made a case for applying selective preblurring of a

style which a human viewer may mistake for distance blur

effects as naturally occur in cameras or eyes, and for this

we have proposed a selective blurring algorithm which ap-

plies occlusive blurring effects around object boundaries. In

subjective quality tests on preblurred JPEG, we found the

distance-based blurring to be preferable to the equivalent

foveation filtering in four out of nine of the tests, and the

converse in only one out of nine.

Future work includes extending the proposed distance

blurring concept to video coding to establish whether the

same perceived quality advantages can be obtained.
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