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ABSTRACT

Compact microphone arrays allow for directional �ltering
with a minimum of installation space. They are therefore
particularly suitable for automotive applications. Typically,
compact arrays are realized as differential arrays or �lter-
and-sum beamformers which both show limited performance
in terms of directivity. In this contribution we present a
novel system for directional �ltering for compact arrays. This
system consists of two closely spaced microphones and incor-
porates an adaptive beamformer as well as a spatial post-�lter
which is designed to suppress non-stationary noise.

Index Terms— Speech enhancement, array signal pro-
cessing, MAP estimation

1. INTRODUCTION

Compact microphone arrays are characterized by a micro-
phone distance which is much smaller than the smallest
acoustic wavelength that has to be processed. Since only lit-
tle installation space is required, compact microphone arrays
are interesting for several �elds of application such as hearing
aids or mobile devices. But also for automobiles the compact
size is advantageous when looking for a possible position for
integrating the microphones.

Most often compact microphone arrays are operated as
differential arrays achieving a directivity of up to 6 dB for
the two-channel case [1]. However, there is the drawback
that the main direction points into the direction of the array
axis (end-�re direction). Alternatively, a minimum variance
distortionless response (MVDR) beamformer can be applied.
For end-�re steering it has been shown that this method is
equivalent to a differential array for low frequencies but supe-
rior for higher frequencies in terms of directivity [2]. Steering
directions other than end-�re are possible, though the direc-
tivity reduces strongly in this case.

Further noise reduction can be achieved by post-�ltering.
Of course single-channel methods such as spectral subtrac-
tion or Wiener �ltering can be applied to the spatially pro-
cessed output signal. These methods, however, do not en-
hance the directionality since no spatial information is used

within the post-�lter. Multi-channel approaches exploiting
the cross correlation between the microphone signals [3] are
not very effective for compact arrays since the small micro-
phone distance yields a high signal coherence even in the case
of diffuse noise. Another post-�lter approach [4] is based on
controlling the adaptation of the noise estimate depending on
the spatial information. However, the noise cannot be tracked
during speech activity. In [5] it has been proposed to estimate
the noise power density spectrum for a differential array by
steering a null into the direction of the desired signal source.
Thereby a noise power estimate can be obtained even dur-
ing speech activity. This method has been generalized in [6]
in the sense that the noise estimate is generated by means of
a blocking matrix. An instantaneous signal-to-noise ratio is
then obtained by statistical optimization.

In this paper we present a complete system that offers
a high directionality with two closely spaced microphones.
The system incorporates the post-�ltering method of [6] and
is therefore particularly suitable to suppress non-stationary
noise. In Sec. 2 we give an overview of the system. The al-
gorithmic parts are described in Sec. 3 where the most impor-
tant aspects of each stage are highlighted. In the evaluation in
Sec. 4 we demonstrate that the proposed system outperforms
an MVDR beamformer with a Wiener post-�lter.

2. SYSTEM OVERVIEW

The basic structure of the proposed system is depicted in
Fig. 1. In order to reduce the computational complexity sub-
band processing is applied. The two microphone signals are
transformed into the subband domain via analysis �lterbanks.
Each subband signal is processed independently. After pro-
cessing, the subband signals are transformed back to the time
domain by a synthesis �lterbank.

Since a MVDR beamformer is applied, a �xed steering
direction has to be speci�ed. A time delay compensation
stage synchronizes the corresponding direct path component
in both microphone channels by compensating for their rela-
tive time delays. A stand alone unit for time delay compensa-
tion has the advantage that the subsequent parts of the beam-
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Fig. 1. Overview of the algorithmic parts.

former can be operated ef�ciently as a broadside beamformer.
The adaptive beamformer is realized as a generalized sidelobe
canceler (GSC) with an adaptive blocking matrix similar to
[7]. The non-adaptive path of the GSC is represented by a
�xed beamformer. The adaptive part of the system consists of
the blocking matrix and a multi-channel interference canceler.

3. ALGORITHMIC DETAILS

3.1. Subband processing

The analog signals provided by the microphones are digitized
by A/D converters with a sampling rate of fS. The resulting
time domain broadband signals x1(n) and x2(n) are trans-
formed to the subband signals X1(ejΩμ, k) and X2(ejΩμ, k)
by an analysis �lterbanks. k is the time index of the subsam-
pled subband signals, μ denotes the frequency index, and Ωμ

are the frequency supporting points.
The analysis �lterbank is realized as a poly-phase �lter-

bank. A Hann window of length NFFT is used for weighting
the signal segments. The weighted signal segments are trans-
formed by a discrete Fourier transform of length NFFT into
the frequency domain where a subsampling by the rate R is
applied.

After the core signal processing the subband signals
Ŝ(ejΩμ, k) are transformed back to the time domain by a
poly-phase synthesis �lterbank. An inverse Fourier transform
is applied to the vector of subband signals at time index k.
The resulting time frames are weighted again with a Hann
window of length NFFT and added with a frameshift of R.

3.2. Adaptive beamforming

For the present application it is advantageous to implement
the adaptive beamformer in a GSC structure as depicted in

Fig. 1 since the output signals of the blocking matrix are fur-
ther exploited within the post-�lter.

3.2.1. Time delay compensation

Due to the small distance between the microphones the rela-
tive time delay τ of the direct path signal components is quite
small. To compensate for this relative time delay the sub-
band signals are multiplied with complex-valued scalar values
which shift the phases but do not change the amplitudes:

Y1(ejΩμ, k) = X1(ejΩμ, k) · ejΩμfS
τ
2 , (1)

Y2(ejΩμ, k) = X2(ejΩμ, k) · e−jΩμfS
τ
2 . (2)

The system is not limited to end-�re steering (α = 0◦ or
α = 180◦). With τ = d

c cos α the beamformer can be steered
to arbitrary angles of incidence α. d denotes the distance be-
tween the microphones and c the speed of sound.

3.2.2. Fixed beamformer

The �xed beamformer simply averages the time aligned mi-
crophone signals: YF(ejΩμ, k)= 1

2 (Y1(ejΩμ, k)+Y2(ejΩμ, k)).
There is not much bene�t in terms of directionality since the
microphone distance d is quite small compared to the wave-
lengths of the sound signal. However, uncorrelated noise like
self-noise of the sensors is reduced by approximately 3 dB.

3.2.3. Adaptive blocking matrix

The blocking matrix has the objective to generate noise ref-
erence signals Ui(ejΩμ, k) which are free of desired speech
components. In the simplest case the blocking matrix can be
realized by pairwise subtracting the input signals from one an-
other. However, by applying adaptive �lters the speech com-
ponents can be suppressed more effectively and in a more ro-
bust manner. An adaptive blocking matrix is bene�cial for
several aspects: if the acoustic environment is reverberant the
reverberation can be modeled by the �lters. If the speaker
is not exactly located in the desired direction, the �lters can
compensate for the mismatch. Deviations in the microphone
transfer functions can also be aligned by this structure.

In this contribution an adaptive blocking matrix based on
the normalized least-mean square (NLMS) algorithm similar
to [7] is applied:

Ui(ejΩμ, k) = Yi(ejΩμ, k) − YF(ejΩμ, k)B∗i (e
jΩμ, k) , (3)

Bi(ejΩμ, k+1) = Bi(ejΩμ, k)

+ βBM(k)
YF(ejΩμ, k)U∗i (ejΩμ, k)

|YF(ejΩμ, k)|2
.

(4)

The asterisk stands for conjugate complex, and the overline
denotes a temporally smoothed quantity. The adaptive �lters
Bi(ejΩμ, k) are only updated during speech activity. No con-
straint is applied to the �lter coef�cients.
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3.2.4. Multi-channel interference canceler

The multi-channel interference canceler aims to compensate
for residual noise components in the output signal of the �xed
beamformer by subtracting �ltered versions of the signals
Ui(ejΩμ, k). The �lters Wi,l(ejΩμ, k) are adapted in speech
pauses with the NLMS adaptation rule:

A(ejΩμ, k) = YF(ejΩμ, k)

−
2∑
i=1

L−1∑
l=0

Ui(ejΩμ, k)W ∗
i,l(e

jΩμ, k) ,
(5)

Wi,l(ejΩμ, k+1) = Wi,l(ejΩμ, k)

+βIC(k)
Ui(ejΩμ, k−l)A∗(ejΩμ, k)∑2
n=1

∑L−1
p=1 |Un(ejΩμ, k−p)|2

.
(6)

The effectiveness of the multi-channel interference canceler
depends strongly on the correlation between the residual noise
component within YF(ejΩμ, k) and the noise reference sig-
nals Ui(ejΩμ, k). In case of a low correlation, hardly any
improvement can be expected from the multi-channel inter-
ference canceler.

3.3. Spatial post-�lter

For additional noise reduction the post-�lter method proposed
in [6] is applied to the beamformer output signal. Particularly
non-stationary noise components should be suppressed more
effectively. The post-�lter takes effect by dynamic spectral
weighting

Ŝ(ejΩμ, k) = A(ejΩμ, k) · H(ejΩμ, k) . (7)

The �lter coef�cients H(ejΩμ, k) are determined in the style
of the Wiener �lter:

H(ejΩμ, k) = max
{
1 − γ̂−1(ejΩμ, k), Hmin

}
. (8)

The spectral �oorHmin determines the maximum attenuation.
γ̂(ejΩμ, k) is an estimate of the a posteriori signal-to-noise ra-

tio (SNR) which is de�ned as γ(ejΩμ, k) = |A(ejΩμ,k)|2
|An(ejΩμ,k)|2 . The

beamformer output signal A(ejΩμ, k) consists of a speech
component As(ejΩμ, k) and an additive noise component
An(ejΩμ, k): A(ejΩμ, k) = As(ejΩμ, k) + An(ejΩμ, k). It
has to be emphasized that γ̂(ejΩμ, k) is an instantaneous es-
timate of the a posteriori SNR. While most other post-�lter
approaches freeze their noise estimates during speech activity
the present post-�lter is able to track the noise estimate and
therefore the SNR at any time.

A preliminary estimate of γ(ejΩμ, k) is obtained by tak-
ing the magnitude-squared output signals of the blocking
matrix |Ui(ejΩμ, k)|2 as estimates for the noise power and
|A(ejΩμ, k)|2 as estimate for the signal power, respectively:

γ̃(ejΩμ, k) =
|A(ejΩμ, k)|2

Weq(ejΩμ, k)
∑2

i=1 |Ui(ejΩμ, k)|2 . (9)

The equalization weights Weq(ejΩμ, k) are adjusted in
speech pauses in order to get E{γ̃(ejΩμ, k|speech pause)} ≈ 1
for each subband. E{·} denotes the expectation operator.
While the multi-channel interference canceler uses the com-
plex values of Ui(ejΩμ, k) to compensate for the noise, the
post-�lter only makes use of their magnitudes but not of their
phases.

The preliminary estimate γ̃(ejΩμ, k) can be considered as
a realization of a random variable. A more adequate esti-
mate of the a posteriori SNR is obtained by statistical opti-
mization in the sense of the maximum a posteriori (MAP)
probability. This statistical optimization is done in the log-
arithmic domain. With Γ(ejΩμ, k) = 10 log10 γ(ejΩμ, k) and
Γ̃(ejΩμ, k) = 10 log10 γ̃(ejΩμ, k) the preliminary estimate can
be expressed as the sum of the nominal value Γ(ejΩμ, k) and
a random error Δ(ejΩμ, k):

Γ̃(ejΩμ, k) = Γ(ejΩμ, k) + Δ(ejΩμ, k) . (10)

In the following the frequency and time variable are omitted
for a better readability. The additive error Δ can be modelled
as a realization of a normal distributed random variable with
variance λΔ and zero mean. Thus, the conditional probability
density function for the observed SNR given the undisturbed
SNR is:

fΓ̃(Γ̃ | Γ) =
1√

2πλΔ

· exp

(
− (Γ̃ − Γ)2

2λΔ

)
. (11)

The a priori probability density function for the undisturbed
SNR fΓ(Γ) can also be modeled by a normal distribution [6].
The mean value μΓ and the variance λΓ of this distribution,

both, depend on the a priori SNR ξ = E{|As|2}
E{|An|2} :

μΓ(ξ) = 10 log10(ξ + 1) , (12)

λΓ(ξ) =
λΦ ξ

0.5 + ξ
. (13)

with λΦ = 62.05. Thus, the probability density function of
the undisturbed SNR is

fΓ(Γ) =
1√

2πλΓ(ξ)
· exp

(
− (Γ − μΓ(ξ))2

2λΓ(ξ)

)
. (14)

Determining the SNR value which maximizes the a pos-
teriori probability fΓ(Γ | Γ̃) = fΓ̃(Γ̃ | Γ) · fΓ(Γ) results in

Γ̂ =
λΦ ξ Γ̃ + (ξ + 0.5) λΔ 10 log10(ξ + 1)

λΦ ξ + (ξ + 0.5) λΔ
. (15)

Finally, the linearly scaled estimate of the instantaneous a
posteriori SNR γ̂(ejΩμ, k) results from 10 log10 γ̂(ejΩμ, k) =
Γ̂(ejΩμ, k).

The a priori SNR ξ(ejΩμ, k) is estimated by the decision
directed approach described in [6] and the variance of the
error λΔ(ejΩμ, k) is estimated in speech pauses by recursive
smoothing.
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4. EVALUATION

The proposed system has been evaluated in a Mercedes S-
class where the array has been positioned at the overhead
console. The microphone distance has been d = 1 cm and
the speaker has been located at an angle α ≈ 60◦ relative to
the end-�re direction. For the evaluation the microphone sig-
nals have been recorded during real driving situations. Noisy
speech as well as pure noise signals have been recorded. In
addition impulse reponses from the speaker’s position to the
microphones have been measured. The signals have been pro-
cessed with fS = 11 025Hz, NFFT = 256, and Hmin =
0.2. The stepsizes of the adaptive �lters are controlled based
on the method proposed in [7]. The stepsizes are limited to
maxk{βBM(k)} = 0.01 and maxk{βIC(k)} = 0.05. For the
speech recognition tests clean speech signals from a Lombard
database have been convolved with the measured impulse re-
sponses and mixed with the pure noise recordings correspond-
ing to the speci�c noise conditions. The Harman/Becker con-
tinuous speech recognizer has been used for the tests. The
test data base consisted of about 4000 german digits spoken
in 600 utterances by 50 speakers. The speech recognizer has
not been retrained for this special kind of signal processing.

While the bene�t of adaptive beamformers has been ex-
amined in many other publications, this evaluation focusses
on the post-�lter. The reference system is an adaptive beam-
former (see Sec. 3.2) followed by a single-channel Wiener
�lter. The proposed system incorporating the spatial post-
�lter is compared to this. From the results in Fig. 2 it can be
seen that in terms of speech recognition the proposed system
shows similar performance as the reference system for situ-
ations with rather stationary noise (120 km/h and 160 km/h).
For non-stationary noise situations like an opened driver win-
dow (window) or an interfering front passenger (double-talk)
the proposed system clearly outperforms the reference sys-
tem. The spatial post-�lter is thus superior to the single chan-
nel post-�lter under these conditions.

Applying the log-spectral distance measure (LSD) [6] in-
dicates that this improvement is achieved without degrading
the speech distortion.

5. CONCLUSION

In this contribution a practical system consisting of an MVDR
beamformer and a spatial post-�lter has been presented. Due
to the post-�lter, which is designed to suppress non-stationary
noises, the proposed system achieves high directionality with
only two closely spaced microphones. The system is cheap to
realize and supports arbitrary steering directions. Therefore
it can be integrated with very little space requirements and
can easily be adjusted for use in a speci�c application. These
features make it particularly suitable for automotive applica-
tions. Furthermore this technology is also applicable for hear-
ing aids as well as for mobile devices.
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Fig. 2. Evaluation of the proposed system in different noise
scenarios: 120 km/h, 160 km/h, 100 km/h with a window
opened by 5 cm, and 120 km/h with an interfering speaker on
the other front seat. Upper plot: relative improvement of the
word error rate (WER). Lower plot: log spectral distance.
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