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ABSTRACT

We study the reuse of the bit allocation information in audio

transcoding by exploiting the similarity in subband audio cod-

ing schemes. We show that important information can be de-

duced to reduce the encoder complexity even if the two coders

employ different psychoacoustic model. We give a case study

on MPEG AAC/Dolby AC-3 transcoding. The proposed al-

gorithms can be extended to other audio transcoding schemes.

Index Terms— Bit Allocation, AAC, AC-3, Transcoding.

1. INTRODUCTION

In this paper, we describe strategies for reusing the bit alloca-

tion information of the different subbands between two audio

coders. We show that the bit allocation information of the

first coder can be exploited to simplify the iterative bit allo-

cation procedure in the second coder even if they use differ-

ent psychoacoustic models. We study these strategies for a

transcoder from MPEG-4 Advanced Audio Coding (AAC) to

Dolby Digital (AC-3).

Most modern audio coding systems (including the two under

study) use subband coding and psychoacoustic modeling to

exploit the redundancy in the audio signal. In particular, the

psychoacoustic model estimates the masking curves of each

frame of the audio signal, then the encoder assigns quanti-

zation bits to different frequency bands so that the quantiza-

tion noise floor is below the corresponding masking curve. If

fewer bits are available, the encoder employs an optimization

procedure to minimize the perceptual effect given the avail-

able number of bits. This procedure usually assigns bits to

the bands with the maximum difference between the quanti-

zation noise floor and the corresponding masking curve. This

basic procedure is employed with some variations in most au-

dio coders. In this paper, we exploit this similarity to simplify

the bit allocation procedure in the second encoder.

2. QUANTIZATION DISTORTION

2.1. AAC Quantization

The quantization of the AAC spectral coefficients starts by

segmenting the spectrum to nonoverlapping scale factor bands.

For each band, a single scale factor is transmitted for all the

spectral coefficients in the band. At the encoder, the ith spec-

tral coefficient of the kth scale factor band xk,i is scaled down

by the scale factor s(k) as,

x̃k,i = xk,i ∗ 2−
1
4 (s(k)−100)

Then the spectral coefficients are raised to fractional power

and quantized. In particular, the quantized coefficient is com-

puted as:
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where Q(.) refers to the scalar quantization function, and Δk =
2

3
16 (s(k)−100). If we adopt the additive model for quantization

noise [4], then the quantization noise random variable is de-

fined as:
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Note that δk,i ∈ [−Δk

2 , Δk

2 ], and under some general condi-

tions they can be approximated by an uniform independent

random variables, i.e., E{δk,i} = 0, and E{δ2
k,i} = 1

12Δ2
k.

At the decoder, the spectral coefficients are computed as:
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The overall quantization error εk,i is defined as:

εk,i = x̂k,i − xk,i (4)

Now, we have two cases for εk,i:
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then by using Taylor expansion and discarding the higher

order terms we get
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Hence after straightforward algebra we get,
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Note that, xk,i is not known at the decoder, however, it can be

approximated in (6) by x̂k,i. The quantization distortion can-

not be estimated for frequency bands with zero scale factors.

Therefore these bands are not used in the algorithm.

2.2. AC-3 Quantization

The AC-3 standard uses a different quantization procedure

where each spectral coefficient has its own scale factor (called

exponent component). Each spectral coefficient xk is fac-

tored to a mantissa mk and a 5-bit exponent ek such that

xk = mk.2−ek . The mantissa values are quantized according

to the psychoacoustic model which is specified in the standard

[1]. Note that mk ∈ [−1, 1] where this interval is segmented

to equally spaced levels according to the number of bits as-

signed to the corresponding mantissa. If the number of bits

assigned by the bit allocation algorithm to quantized nk, then

the number of quantization levels is Lk = 2nk . In this case,

the quantization error εk ∈ [− 2−ek

Lk
, 2−ek

Lk
] and the variance of

the quantization noise is:

E(ε2
k) =

4−ek

3L2
k

(7)

Note that, the use of the number of quantization levels in the

above equation is more adequate than using the number of

assigned bits as the number of quantization levels in the AC-

3 standard is not always power of two. In this case, we can

directly substitute Lk from the standard quantization tables.

3. REUSE ALGORITHM

3.1. AC-3 bit allocation algorithm

We start our discussion with a brief overview of the AC-3 bit

allocation algorithm as described in the standard [1]. The psy-

choacoustic model is part of the AC-3 standard in contrast to

MPEG standards which do not mandate the encoder. There-

fore the bit allocation algorithm is completely specified in the

AC-3 standard [1]. The objective of the reuse algorithm is

to reduce the number of iterations required in this procedure

by exploiting the bit allocation information in the AAC bit-

stream. In the following, we briefly overview the main com-

ponents of the AC-3 bit allocation algorithm.

The objective of the bit allocation algorithm is to decide the

number of bits assigned to the mantissa of each spectral coef-

ficient. It employs a parametric model of the human hearing.

This parametric model is computed at the decoder to generate

the bit allocation information, i.e., the detailed bit allocation

information is not included in the bitstream, rather, only min-

imal side information is sent. The parametric model uses a set

of excitation functions that represent the offset in the ampli-

tude that can be tolerated in the quantization process. These

excitation functions are derived from the exponent compo-

nent of the spectral coefficients[3]. The masking curves are

derived as the minimum of the excitation functions and the

absolute hearing threshold at the different frequencies. These

masking curves are modified by coarse and fine offset val-

ues for each channel (referred to as “csnroffset” and “fsnroff-
set” respectively in [1]). The difference between the modi-

fied masking threshold and the actual spectral value is then

used to decide the number of bits assigned to the correspond-

ing coefficients using lookup tables. At the encoder, all the

previous steps are done only once, then the encoder iterates

on the offset values to find the optimal value that utilizes the

largest number of bits without exceeding the bits pool size.

If for a given iteration, the current of values of “csnroffset”
and “fsnroffset requires a number of quantization bits that ex-

ceed the pool, then their values are reduced in the following

iteration and vice versa until reaching their maximum value

within pool size. The result of the bit allocation algorithm are

the parameters ‘csnroffset” and “fsnroffset which are included

in the bitstream for each frame. For more detailed description

of the bit allocation algorithm, refer to [1],[3].

3.2. Proposed algorithm

The basic idea of the reuse algorithm is to match the quantiza-

tion distortions in the corresponding frequency bands in both

AAC and AC-3 coders after compensating for the filter delay

in the AAC synthesis filter bank and the AC-3 analysis filter

bank. Exact matching of the distortion is not expected due

to the difference in the psychoacoustic model and the number

of channels. Rather, we derive bounds on the AC-3 distor-

tion that are derived from the corresponding distortion in the

AAC data. These bounds are used to limit the search space

of “snroffset” parameter in the AC-3 bit allocation algorithm

resulting in reducing the number of iterations.

The first step of the algorithm is to choose the frequency

bands for comparison. A small fraction of bands is used for

matching purposes. Since the AC-3 coder has 256 channels

and AAC coder has 1024 channels, then roughly for station-

ary signals each AC-3 band corresponds to four AAC bands.

The time resolution of the AC-3 frame is higher than the AAC

time resolution, however, for stationary parts of the signal

we use the inherent assumption of subband coding schemes

that the spectral characteristics do not change over the span

of a whole frame. Therefore the optimized bit allocation al-
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gorithm is used only when both the AAC and the AC-3 coders

use long blocks for the corresponding frames. The standard

AC-3 bit allocation algorithm is used in case of short blocks in

either coder, where the bands mapping becomes rather com-

plicated. Note that the long blocks account for more than 90%

of all frames in most audio signal.

The matching frequency bands are usually in the lower side

of the spectrum where typically most of the energy is concen-

trated. However, the few bands next to DC are not used to mit-

igate the effect of high pass filtering that is usually employed

in the encoder to enhance the signal perception. The typical

number of the matching AC-3 bands is four bands (which cor-

respond to 16 AAC bands) in the range of bands between 10-

40. An adaptive algorithm for selecting the matching bands is

described in section 3.3.1.

Assume that the matching AC-3 frequency bands are between

N1 and N2 (i.e., the corresponding AAC bands are 4N1 and

4N2). Define a scaling factor λ that scales the AAC distortion

to the AC-3 distortion (where λ is a function of the bit rates

of both the AAC and AC-3, and it is computed offline using

training sequences). The optimized bit allocation algorithm

proceeds as follows:

1. Compute the AAC distortion of the bands between 4N1

and 4N2 according to (5) and (6). Compute the maxi-

mum and minimum distortions dmax and dmin.

2. Run the AC-3 bit allocation algorithm for the bands be-

tween N1 and N2. At each iteration, compute the aver-

age distortion of these bands according to (7). If the dis-

tortion is higher than λdmax then increase snroffset
parameters and vice versa until convergence. Denote

the final snroffset value by off1. Note that the com-

putational complexity of this step is small as the bit al-

location algorithm is run over a small number of bands

(typically 4 bands) as opposed to 256 bands of the full

bit allocation algorithm.

3. repeat the previous step for λdmin to compute off2.

4. Run the full AC-3 bit allocation algorithm with off1
and off2 as upper and lower bounds on snroffset
value.

5. The above steps are performed only when both AAC

and AC-3 coders use long window blocks. If either of

them uses short window blocks then the standard bit

allocation algorithm is used instead.

Note that, we did not explicitly incorporate the psychoacous-

tic model of the first coder. However, it is inherently reflected

in the quantization step of the spectral coefficients. The over-

head of the above algorithm includes the computation of the

quantization distortion in both AAC and AC-3 coders. This

is done using lookup tables on a small fraction of coefficients

which adds small computational complexity. The algorithm

significantly reduces the search span of snroffset values,

therefore it reduces the number of iterations before conver-

gence.

The basic procedure of the algorithm is intuitive in principle,

however, many implementation issues are addressed in the

following section that render it practically useful for a wide

variety of audio signals.

3.3. Implementation Issues

3.3.1. Choosing Bands

The matching bands can be chosen adaptively to cope with

the signal dynamics. Rather than using a fixed set of bands,

the AAC bands with highest energy at each channel are used.

This improves the estimation of the quantization noise vari-

ance and reduces the possibility of having bands with zero

scale factor. The bands with highest energy are computed

from the scale factor data of the AAC bit stream. The search

is started in the bands after the DC to avoid the possible ef-

fect of the high pass filtering preprocessing at the encoder.

The selected bands are the bands with highest minimum scale

factor.

3.3.2. Joint Stereo Procedure

Joint stereo coding is usually employed in the AAC coder to

reduce the bitrate of the stereo signals by encoding the sum

and difference of the stereo signals. The rematrixing proce-

dure in the AC-3 encoder resembles the AAC joint stereo cod-

ing. If both the AAC and AC-3 employ joint stereo coding,

then the reuse algorithm is used as before as both channels are

reformed in a similar way. However, if one coder uses joint

stereo coding while the other does not, then the reference bit

allocation algorithm is used instead.

3.3.3. Temporal noise Shaping (TNS)

TNS employs linear prediction in the spectral domain to shape

the quantization noise in the time domain to match the signal

energy. The estimation of the AAC quantization noise vari-

ance involves IIR filtering if the TNS exists. This significantly

increases the complexity of the noise estimation. Therefore

frequency bands that use TNS are discarded from the search

procedure described in section 3.3.1. This is not usually a

concern as TNS is usually employed in mid-frequency bands

and the lowest bands are quantized directly.

3.3.4. Short Windows

In principle, the proposed algorithm can be used even if the

coders use short windows. However the inherent stationarity

assumption is violated in this case. Since the AC-3 bit alloca-

tion procedure is global for a whole frame of 1536 samples,

then mapping from the AAC data during transients will not
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File Genre Duration

(sec)

Iterations

Castanets Percussive 6.53 10.5%

Guitar Single In-

strument

3.82 24.2%

Bach Classic 24.94 15.4%

Funky Pop 19.71 13.7%

Spot Pop 10.73 14.5%

Table 1. Complexity Comparisons of the Proposed algorithm

be accurate. Therefore the standard AC-3 bit allocation algo-

rithm is used in this case. However, this is not a concern as

for most audio signals the short blocks typically account for

less than 5% of the total frames.

4. EVALUATION AND DISCUSSION

We evaluated the proposed algorithm for many test audio sig-

nals. The evaluation measure of the proposed algorithm is the

total number of iterations needed for the convergence of the

bit allocation algorithm to its final value. Note that, the fi-

nal convergence value is the same for both the optimized and

standard bit allocation algorithm. The improvement is in the

number of iterations needed to reach this point. In table 1,

we listed the reduction in the total number of loops when the

AAC is running at 128 kbps and the AC-3 is at 192 kbps.

From the table we notice that the total number of itera-

tions of the bit allocation algorithm is significantly reduced

in most cases. The improvement is more apparent when the

test signal has more spectral variation and does not obey the

average parameters that are used in the standard bit allocation

algorithm.

Another evaluation measure is the perceptual distortion when

a fixed maximum number of bit allocation iterations is used.

To measure the perceptual distortion, we used the EAQUAL

software [6] which is an implementation of an ITU-T stan-

dard for evaluating high quality audio coders. We used the

Objective Difference Grade (ODG), which compares the de-

coded file to a reference file and uses a quality rating that is

based on ITU-R BS.1116 guidelines [5]. The ODG values

are in the range [-4,0] where -4 stands for very annoying and

0 stands for imperceptible difference between the reference

and test files. Although the absolute value of the ODG is not

very accurate, the relative difference represents a good indi-

cation of the audio quality improvement. In table 2 we list the

quality tests when the AAC operates at 256 kbps and the AC-

3 at 192 kbps. We used a high bit rate for the AAC decoder

to minimize the degradation introduced by the first coder. We

used only three iterations for both the reference bit allocation

algorithm and the optimized bit allocation algorithm. The last

column in the table represents the final ODG value when infi-

nite number of iterations are allowed till convergence.

File ODG (Refer-

ence Alg.)

ODG (Pro-

posed Alg.)

ODG(∞)

Castanets -1.24 -0.71 -0.61

Guitar -1.09 -1.03 -1.01

Bach -2.08 -1.90 -1.56

Funky -1.12 -0.83 -0.60

Spot -0.99 -0.83 -0.64

Table 2. Perceptual Performance Comparison

We note from the table that there is a noticeable difference

in the quality on the ODG scale, and the proposed algorithm

converges much faster to the final value.

Note that, in this paper we considered two coders that employ

different psychoacoustic models. We were able to achieve

noticeable reduction in the bit allocation complexity. If both

coders employ a similar psychoacoustic model and operate at

the same bit rate, then the bit allocation algorithm can be fur-

ther optimized. For example, instead of computing the quan-

tization distortion, it is expected that both coders will have

the same number of zero bands (where no bits are assigned to

the whole band). Therefore, the last nonzero band in the two

coders can be matched instead of computing the quantization

distortion.

In summary, we presented a framework for reusing the bit

allocation information in audio transcoding schemes based

on matching the quantization distortion of both coders. We

showed that the proposed algorithm provided significant re-

duction in the bit allocation complexity of the encoder even if

different psychoacoustic models are employed.
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