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ABSTRACT

We propose a novel non-stationary and convolutive noise reduction
method under reverberant environments. Unlike many multichan-
nel noise reduction methods, the proposed method does not need
pre knowledge of impulse response or direction of arrival (DOA) of
the target source. The proposed method is composed of two pro-
cesses. On the noise reduction process, the noise component is re-
duced without the impulse response of the target source. The target
source component in the output signal is distorted, but the distor-
tion is removed by the distortion-restoration process. Importantly,
possibility of complete noise reduction with no distortion based on
the proposed framework is assured by MINT theory. Experimental
results under the reverberant environment (RT60 ≈ 300 ms) show
that the proposed method can reduce more noise than the conven-
tional method and the distortion of the target source is not so big.

Index Terms— multichannel noise reduction, spatial prediction,
subband, reverberation

1. INTRODUCTION

For conference recording systems or video conferencing systems,
noise reduction technique is required. Previously, many researches
have been done on noise reduction technique with multiple micro-
phones (microphone array) [1][2]. These methods use approximated
impulse response by direction of arrival (DOA) of the target source.
When the direct sound from the sound source is sufficiently big-
ger than reverberation, conventional methods can reduce noises ef-
fectively. However, when reverberation is dominant, noise reduc-
tion performance is greatly degraded. Under the reverberant envi-
ronments, the difference between modeled impulse response which
is approximated by DOA of the target source and the actual im-
pulse response is so big, and part of the target source component
is reduced together with noise source component (signal cancella-
tion problem). Commonly, video conferencing systems or recording
systems are used at reverberant environments such as office rooms.
Ideally, when the impulse response between the target source and a
microphone array is given, noise components and reverberation can
be completely removed [3]. However, in the general case, we cannot
obtain the impulse response. Chen, et al. [4] proposed minimum
distortion beamformer based on spatial prediction (SP-MDBF) for
reverberant environments, which don’t need the impulse response of
the target source. Instead of estimation of the original target source
component, SP-MDBF estimates the target source component at one
microphone position. SP-MDBF requires only spatial prediction co-
efficients between the target source component at one microphone
and the target source component at the other microphone. However,
to obtain spatial prediction coefficients, second order statistics (SOS)
of the target source is needed. Chen, et al. [4] proposed that SOS

of the target source is approximated by subtraction SOS of the noise
sources from SOS of the mixing signal. This approximation is cor-
rect only when SOS of the noise sources are stationary. When noise
sources are non-stationary, such as human speech, Due to misesti-
mation of SOS, the output signal is greatly distorted.

In this paper, we propose a novel noise reduction method which
can reduce noise effectively at reverberant environments. The pro-
posed method does not require the assumption that SOS of the noise
sources are stationary and does not require the impulse response
between the target source and a microphone array. The proposed
method is composed of two processes. On the noise reduction pro-
cess, the noise component at each microphone position is reduced
without any constraint to the impulse response of the target source.
Theoretically, noise component can be completely removed by mul-
tichannel spatial prediction filter which is an extension of the spa-
tial prediction of SP-MDBF. However, the output signal of the noise
reduction process is distorted because there is no constraint to the
target signal. The distortion is removed by the distortion-restoration
process from multichannel distorted target source components. The-
oretically, it is assured by MINT theory [5] that we can obtain com-
pletely noiseless signal with no distortion of the target source by
the proposed framework. To reduce computational cost, the pro-
posed method is performed at subband domain, the length of the
impulse response at each subband can be assumed to be shorten by
downsampling and computational cost can be reduced at the real-
istic level. Experimental results under the reverberant environment
(RT60 ≈ 300 ms) show that the proposed method can reduce more
noise than SP-MDBF and the distortion of the target source is not so
big.

2. PROBLEM STATEMENT

2.1. Input signal model

M is defined as the number of microphones. N is described as
the sum of the number of the target signals Ns and the number of
the noise signals Nn. Received sound signal at the m-th micro-
phone element is described as xm(t). t is the sampling number
of an A/D converter. The original source signal of the i-th target
signal is described as si(t), and that of the i-th noise signal is de-
scribed as ni(t). hi,m is the impulse response of the i-th target
signal between the i-th source position and the m-th microphone.
gi,m is the impulse response of the i-th noise signal. xm(t) is de-
fined as xm(t) =

PNs−1
i=0 (hi,m ∗ si(t)) +

PNn−1
i=0 (gi,m ∗ ni(t)),

∗ is the operator of convolution. In this paper, the noise reduc-
tion problem is defined as extraction of the target source componentPNs−1

i=0 (hi,c ∗ si(t)) at the c-th microphone from M noisy input
signals [x1(t), . . . , xM (t)] by using time period in which there is
only noise sources (only-noise-period). c is defined as the target mi-
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crophone index. For easily description, the target source component
is replaced to ym(t) =

PNs−1
i=0 (hi,m ∗ si(t)), and the noise source

component is replaced to vm(t) =
PNn−1

i=0 (gi,m ∗ ni(t)). There-
fore, xm(t) = ym(t)+vm(t). Furthermore, the vector xm(t) is de-
fined as [xm(t) . . . xm(t−L)]T，ym(t) is [ym(t) . . . ym(t−L)]T ,
and vm(t) is [vm(t) . . . vm(t − L)]T .

2.2. Conversion into the subband domain

Under reverberant environments, even if the sampling frequency is
low such as 8 kHz, the length of the impulse response exceeds a
thousand tap at time domain. To reduce computational cost, sub-
band processing framework by oversampled DFT filter bank [6] is
utilized and noise reduction is performed at subband domain. To
avoid aliasing problem at each subband, The downsampling rate R
is set to be smaller than the number of subbandsK. In this paper,K
is set to be 64, and R is set to be 56 for 8 kHz sampling. xm(k, t)
is defined as the k-th subband signal of the m-th microphone input
signal.

3. SPATIAL PREDICTION BETWEEN A MICROPHONE
PAIR

Chen, et al. [4] proposed minimum distortion beamformer using
the spatial prediction between a microphone pair (SP-MDBF). The
target source component in the i-th microphone is predicted from the
target source component in the j-th microphone as follows:

ŷi(k, t) = ai←j(k)yj(k, t), (1)

where ai←j(k) is the spatial prediction coefficient. ai←j(k) is
easily calculated by second order statistics (SOS) of the target
source component as ai←j(k) = Ri,j(k)Rj(k)−1, Rj(k) =
E[yj(k, t)yj(k, t)∗],Ri,j(k) = E[yi(k, t)yj(k, t)∗]，∗ is the op-
erator of conjugate transpose, andE is the operator which calculated
expected value. Second order statistics of the target source compo-
nent can be approximated as ensemble average of corresponding
statistics calculated in time period when there is only target source
(only-target-period). Therefore, spatial prediction coefficient can
be obtained without the impulse response. However, because only-
target-period cannot be obtained, in SP-MDBF, Rj(k) is approx-
imated as Rin,j(k) − Rnoise,j(k), and Ri,j(k) is approximated
as Rin,i,j(k) − Rnoise,i,j(k). Rnoise,j(k) and Rnoise,i,j(k) are
SOS of the noise source component, and Rin,j(k) and Rin,i,j(k)
are SOS of the noisy input signal. The above approximation is
correct only when SOS of the noise source is stationary. Therefore,
when the noise source is non-stationary such as human speech, by
SP-MDBF framework, the spatial prediction of the target source
component cannot be correctly estimated.

3.1. Limitation of the spatial prediction filter

Theoretically, the ideal value of the spatial prediction filter ai←j(k)
is described as hi(k, z)hj(k, z)−1 by the z-transformation. How-
ever, hj(k, z) is usually a non minimum phase filter, and the inverse
filter cannot be obtained. Therefore, theoretically, the prediction er-
ror of ai←j(k) cannot be zero.

4. PROPOSED METHOD

The block diagram of the proposed method is shown in Fig. 1. To
reduce noise without the impulse response of the target source and

Fig. 1. Block diagram of the proposed method

only-target-period, in noise reduction process, noise reduction filter
is adapted with no pre knowledge of the target source. Motivated
by spatial prediction technique of SP-MDBF, noise reduction is per-
formed by spatial prediction. Predicted noise component of them-th
microphone is subtracted from the m-th noisy signal. However, the
prediction error of the spatial prediction filter cannot be zero. By
MINT theory [5], it is assured that even if the impulse response is a
non minimum phase filter, the inverse filter can be obtained by using
multichannel signals which have no common zero. Therefore, the
proposed method utilizes multichannel spatial prediction to reduce
prediction error of spatial prediction filter. Theoretically, prediction
error can be zero by multichannel spatial prediction. However, the
target signal in output signal of noise reduction process is distorted.
In the proposed distortion-restoration process, distortion of the tar-
get signal in the output signal of noise reduction process is restored
by multichannel restoration filter. The restoration filter is updated so
as to approximate the filtered signal to the microphone input signal.
When the impulse response between the original target source sig-
nal and the target signal in output signal of noise reduction process
at each microphone have no common zero, the inverse filter can be
obtained by using multichannel signals. Therefore, by the proposed
framework, theoretically, complete noise reduction with no distor-
tion is possible.

4.1. Multichannel spatial prediction

The noise source component in them-th microphone vm is reduced
by multichannel spatial prediction filter am as follows:

εm(k, t) = vm(k, t) − amve
m(k, t), (2)

where ve
m(k, t) = [v1(k, t)T , . . . , vm−1(k, t)T , vm+1(k, t)T , . . . ]T ,

and εm(k, t) is the residual noise. Theoretically, the ideal value
of am is interpreted as multiplication of MINT inverse filter of
all noise signals except for the m-th microphone signal and the
impulse response of the noise source component at the m-th mi-
crophone signal. By MINT theorem [5], if the filter length of

134



am for each microphone L is larger than Nn(Lg−1)

M−2
, and the

impulse response of the noise source component at each mi-
crophone doesn’t have common zero, MINT inverse filter ex-
ists, and the prediction error of am can be completely zero.
am is obtained by second order statistics at only-noise-period as
Rcor,v(m)Rcov,v(m)−1, Rcor,v(m) = E[vm(k, t)ve

m(k, t)∗]，
Rcov,v(m) = E[ve

m(k, t)ve
m(k, t)∗].

Output signal of the noise reduction process for the m-th noisy
input signal is described as follows:

ŷm(k, t) = xm(k, t) − amxe
m(k, t). (3)

ŷm(k, t) is noiseless, but is distorted because there is no constraint
to the target signal in noise reduction process. The distortion is re-
moved by the following distortion-restoration process.

4.2. Distortion-restoration process

After noise reduction process, M channel distorted target source
components ŷm(k, t) (from m = 1 to M ) are obtained. ŷm(k, t)
is regarded as qm(k) ∗ s(k, t). qm(k) is composed of the impulse
response of the target source at the m-th microphone and the im-
pulse response of the noise reduction filter. The ideal value of the
restoration filter is multiplication of the inverse filter of qm(k) and
the impulse response of the target source at the target microphone. If
qm(k) has no common zero and restoration filter length in each mi-
crophone Lr is larger than Ns(Lg+L−1)

M−1
, according to MINT theory,

MINT inverse filter of qm(k) can be obtained. Therefore, complete
noise reduction with no distortion of the target source is possible
by the proposed framework. However, actually, there is the residual
noise in the output signal of noise reduction process. Under the as-
sumption that there is the residual noise, the restoration filter G(k)
which minimizes the cost function of f(G(k)) is used.

f(G(k)) = |xc(k, t) − G(k)y(k, t)|2 + μ|G(k)n(k, t)|2, (4)

where y(k, t) = [y1(k, t)T , . . . , yM (k, t)T ]T , n(k, t) is the resid-
ual noise component measured at only-noise-period and is defined
as the same form of y(k, t), ym(k, t) = [ym(k, t), . . . , ym(k, t −
Lr + 1)]T , and MLr is the length of the restoration filter. When
y(k, t) has no residual noise, the multichannel filter G(k) which
minimizes the first term can completely reduce distortion of the tar-
get source. When noise signal is remained in ›(k, t), the multichan-
nel filterG(k)which minimizes the first term is greatly large-valued.
The second term protects growth of the filterG(k) [7].

Remained distortion afterG(k) is restored by the additional sin-
gle channel FIR filter which is adapted so as to approximate the fil-
tered signal to the microphone input signal.

5. EXPERIMENT

The proposed method was evaluated by the experiment under the
reverberant environment (RT60 ≈ 300 ms). The sound for evalua-
tion was made by the impulse responses which were recorded at the
above environment. The sampling rate was 8 kHz. The target source
signal was human speech. The number of the microphones in the mi-
crophone array was 12. The length of the microphone array was 70
cm. The target microphone was the seven-th microphone. The num-
ber of the target source Ns and the number of the noise source Nn

were 1. Two sources were 2 m distant from the microphone array.
The distance between the noise and the target was 80 cm. Compar-
ison of the proposed multichannel spatial prediction with conven-
tional spatial prediction for noise reduction is shown in Fig. 2. The
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Fig. 2. Comparison of proposed multi-channel spatial prediction
with single channel spatial prediction: noise source component in
“target mic” is predicted by noise source component in “base mic”.

magnitude response is shown in the upper row. In the lower row, the
prediction error of each frequency is shown. By multichannel spa-
tial prediction, the prediction error is shown to be remarkably small.
Comparison of the proposed method with SP-MDBF [4] is executed.
The noise reduction filter length and the distortion-restoration filter
length are set to be 8 at each subband. Evaluation measures are
PESQ [8], and NRR (Noise reduction Rate), SDR (Signal Distortion
Rate), and SIR (Signal Interference Rate). NRR, SDR, and SIR are
defined as

NRR = 10 log10

PL
t=0(xc(t) − yc(t))

2

PLwave
t=0 (ŷc(t) − yc(t))2

, (5)

SDR = 10 log10

PLwave
t=0 (yc(t))

2

PLwave
t=0 (dc(t))2

, (6)

SIR = 10 log10

PLwave
t=0 (yc(t))

2

PLwave
t=0 (n̂c(t))2

, (7)

where dc(t) is defined as the distortion of the target signal, n̂c(t) is
the residual noise signal. Lwave is defined as the length of the wave.

The experimental result for white Gaussian noise is shown in
Fig. 3 (A), and the experimental result for human speech noise is
shown in Fig. 3 (B). Both experiments are performed by varying
SNR of target signal and noise signal. The proposed method out-
performed SP-MDBF at all SNR conditions. SIR of the proposed
method is higher than 40 dB, noise reduction performance of the
proposed method is shown to be extremely high. SDR is higher than
10 dB for SNR ≥ 0 dB. The distortion of the output signal is con-
sidered to be less than audible level. In SP-MDBF, comparison of
white Gaussian noise case with human speech noise case shows that
when noise is nonstationary, distortion of the output signal is greatly
increased. On the other hand, in the proposed method, when noise
is human speech, the degradation of the output signal is less than
SP-MDBF. In Fig. 3 (C), experimental results for various number of
microphones is shown. The proposed method achieved less distor-
tion signal by increasing the number of microphones.

In Fig. 4, an example of the waves which processed by the pro-
posed method and the conventional method is shown. In the pro-
posed method, the noise reduced signal which is quite similar to the
target signal is obtained.
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(A) Noise source is white Gaussian. “pre
PESQ” means PESQ value of the noisy input
signal.
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(B) Noise source is speech.
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Fig. 3. Experimental results

Fig. 4. An example of processed waves by proposed method and SP-MDBF

6. CONCLUSION

In this paper, to achieve good noise reduction performance under
reverberant environments, we propose a novel subband noise re-
duction method based on multichannel spatial prediction. The pro-
posed method is composed of the noise reduction process and the
distortion-restoration process. On the noise reduction process, the
noise component is reduced without the impulse response of the tar-
get source, but the target source component is distorted. The dis-
tortion is removed by the distortion-restoration process. The experi-
mental results under the reverberant environment (RT60 ≈ 300 ms)
show that the proposed method can reduce more noise than the con-
ventional method and the distortion of the target source is not so big.
Complete noise reduction with no distortion of the target source by
the proposed framework is assured by MINT theory.
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