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ABSTRACT

The analysis for microphone arrays formed by mounting micro-
phones on a sound-hard spherical or cylindrical baf e is typically
performed using a decomposition of the sound field in terms of
orthogonal basis functions. An alternative representation in terms
of plane waves and a method for obtaining the coefficients of such
a representation directly from measurements was proposed recently
for the case of a spherical array. It was shown that representing the
field as a collection of plane waves arriving from various directions
simplifies both source localization and beamforming. In this pa-
per, these results are extended to the case of the cylindrical array.
Similarly to the spherical array case, localization and beamforming
based on plane-wave decomposition perform as well as the tradi-
tional orthogonal function based methods while being numerically
more stable. Both simulated and experimental results are presented.

Index Terms— Acoustic fields, circular arrays, array signal
processing, acoustic position measurement.

1. INTRODUCTION
Arrangements of microphones in free-field and baf ed spheri-
cal/cylindrical configurations are being studied for applications
in acoustic scene analysis. These arrangements allow for elegant
formulation of the signal processing algorithms involved, specifi-
cally, for the analysis of the sound field in terms of spherical/circular
harmonics, which are the elementary solutions of the Helmholtz
equation in spherical/cylindrical coordinates [1] [2]. It is known that
the free-field array solution has singularities at certain frequencies
[3] and that they can be avoided by mounting microphones on a solid
baf e an additional benefit of the baf ed case is that the presence of
the scattering object increases the useful frequency band of the array
[4]. An excellent review of both spherical and cylindrical arrays can
be found in [5].

It is often desired to decompose the sound field into compo-
nents arriving from various directions. Such an analysis is used in
many practical applications such as sound localization, signal en-
hancement for a direction of interest, and spatial playback of cap-
tured auditory scenes [6]. Such a decomposition can be done using
beamforming operation with the (truncated) Dirac delta function as
the desired beampattern both for the spherical array [7] [8] and for
the cylindrical array [2]. An alternative approach is to note that in
the plane-wave basis [9] a sound field is represented as a weighted
collection of plane waves arriving from various directions therefore,
the mere act of converting a sound field into the plane-wave basis de-
composes it into directional components. In a recent paper [10], this
was done directly from the measurements at the microphones using

a minimum least-squares (LS) procedure. It was shown that the LS
method provides substantially the same beamforming and localiza-
tion abilities while having a simpler mathematical formulation. The
LS procedure is especially suitable for the case where all directional
components of the field are to be computed (e.g., for immersive au-
dio rendering application), as opposed to the case where one is in-
terested in listening selectively in one direction. In this work, the LS
method is extended to the case of sound-hard cylindrical array.

2. BACKGROUND
Spherical array case: Consider a microphone located on the surface
of a sound-hard sphere of radius a at a point described by direction
s = (w ,) ). Let the Fourier transform of the acoustic pressure at
the microphone be�(k, s ). The latter will be loosely referred to as a
“potential” in this paper the actual velocity potential is proportional
to this quantity. The potential �(k, s, s ) due to a plane wave with a
wavenumber k propagating in the direction s = (w,)) is given by

�(k, s, s ) = 4Z
n=0

inbn(ka)

n

m= n

Y m
n (w,)) Y

m
n (w ,) ), (1)

which can be simplified to

�(k, s, s ) =
n=0

(2n+ 1)inbn(ka)Pn(s · s ), (2)

using the addition theorem for spherical harmonics. In the equations,
Ym
n (w,)) are the orthonormal spherical harmonics Pn(s · s ) are
the associated Legendre polynomials and Jn(ka),Hn(ka), jn(ka),
and hn(ka) (all used below) are Bessel, Hankel, spherical Bessel,
and spherical Hankel functions, respectively. bn(ka) is known as a
spherical mode strength and is given by

bn(ka) = jn(ka)
jn(ka)

hn(ka)
hn(ka). (3)

Note that s in these equations is the direction of wave propagation
(not direction of arrival) and �(k, s, s ) is largest when s and s are
opposing and the wave impinges on the sphere at the location of the
microphone (i.e., w = Z w and ) = Z + )).

Cylindrical array case: In the case of the baf ed cylindrical
array, the problem becomes one-dimensional, the microphone is lo-
cated at the point described by direction ) , and the wave propaga-
tion direction is ). The potential �(k,),) ) becomes

�(k,),) ) =
n=

inBn(ka)e
in( ), (4)
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where Bn(ka) is a cylindrical mode strength and is given by

Bn(ka) = Jn(ka)
Jn(ka)

Hn(ka)
Hn(ka). (5)

Note the similarity of equations to the spherical array case. As in the
previous case, �(k,),) ) is largest when ) = Z + ).

3. BEAMFORMING (BF) DECOMPOSITION
One way to decompose the acoustic field into components arriving
from various directions is to perform a number of beamforming op-
erations. The decomposition obtained in this way is referred to as
the beamformng (BF) decomposition.

Spherical array case: Assume that the direction of interest is
s0 = (w0,)0). The desired beampattern is the delta function in the
space of directions B(s s0), which can be expanded in terms of
spherical harmonics as

B(s s0) =
n=0

n

m= n

Y m
n (w,)) Y

m
n (w0,)0) (6)

and the beamformer weights w(s0, s ) required to implement this
beampattern are [7] [8]

w(k, s0, s ) = 4Z
n=0

1

inbn(ka)

n

m= n

Y m
n (w0,)0) Y

m
n (w ,) ),

(7)
which can be simplified again [9] to

w(k, s0, s ) =
n=0

(2n+ 1)Pn(s0 · s )
inbn(ka)

. (8)

Cylindrical array case: Here the direction of interest is )0 and

B() )0) =
1

2Z
n=

e in( 0). (9)

Therefore, the beamformer weights w()0,) ) are simply [5]

w(k,)0,) ) = 2Z
n=

1

inBn(ka)
e in( 0 ). (10)

Series Truncation: It is known [5] [7] that bn(x) and Bn(x)
tend to zero exponentially for fixed x as n therefore, the
sums in Equations (2) and (4) converge, and in fact the convergence
is very fast once n > x. Hence, these expressions can be truncated:

�(k, s, s )

p 1

n=0

(2n+ 1)inbn(ka)Pn(s · s ), (11)

�(k,),) )

p 1

n= (p 1)

inBn(ka)e
in( ). (12)

The truncation number p depends on the required error tolerance.
In [9], error bounds are derived for the spherical array case, and it
is shown that the truncation error in Equation (11) is negligible for
p = p = (eka 1)/2 however, p can be set arbitrarily high
without causing numerical problems. Numerical simulations show
similar behavior in cylindrical array case.

Accordingly, the summations in computation of beamforming
weights (Equations (8) and (10)) are also truncated to p and 2p 1

terms, respectively. However, the numerical weakness of the beam-
forming algorithm is that the beamforming weight is inversely pro-
portional to mode strength, which rapidly approaches zero when
n > ka therefore, one needs to be extremely careful in choos-
ing p so as not to cause amplification of white noise. In practice,
the equipment (microphone/amplifier/ADC) noise oor, along with
mode strength magnitude plots such as Figure 1 of [7], are used in
determining p for computing weights. Trying to use a higher p in
search for larger signal separation results in a total loss of desired
signal as the weights diverge (or, in other words, the system noise is
amplified to the point of losing the desired signal). Note that p varies
with k (i.e., with frequency).

Matrix formulation: If a set of Lj directions sj is known, the
BF decomposition can be written as a matrix-vector product at each
wavenumber k. Assume thatLi microphones are placed at directions
si, that the potential measured at the microphone at si is (k, si),
and that an Li×1 column vector consists of values (k, si). The
desired matrix-vector product formulation can be written as =
W , where a matrix of weightsW is simply an Lj × Li matrix of
values w(k, sj , si). The resulting Lj×1 vector consists of values
μ(k, sj) that represent complex magnitude of the scene component
corresponding to the direction sj at wavenumber k. Practical details
of packing time-domain signals into a vector and transforming
back to time domain from vector are given in Section 5.

4. LEAST-SQUARES (LS) DECOMPOSITION
An alternative algorithm for the spherical array case was introduced
in [10]. It is based on finding the set of plane wave magnitudes
μ(k, sj) that best explain the set of observed potentials (k, si). If
a unit magnitude plane wave is present with direction of propagation
sj , then the potential at microphone si is given by Equation (11).
If multiple plane waves are present with magnitudes μ(k, sj), then
due to linearity the potential at the microphone is simply a sum of
potentials due to all those plane waves. In matrix form, = F ,
where F is an Li×Lj matrix of values �(k, sj , si). This is a linear
system of equations and can be solved for , giving again the simple
one-step matrix-vector product algorithm for computing = W ,
where for Lj Li the solution is given by least-squares fitting with
Tikhonov regularizaion:

W = (FTF + 0I) 1FT , (13)

where I is the identity matrix and 0 is a regularization parameter
(this also covers the case of unique solution when Lj = Li when
Lj > Li, the system is underdetermined and there is an infinite num-
ber of solutions). Regularization is necessary because even though
the computation of the elements of matrix F is not subject to nu-
merical problems, the matrix itself can be ill-conditioned at lower
frequencies and computation of the (pseudo)inverse of F can be un-
stable [10]. The regularization parameter 0 is related to the condition
number of F . It was shown in [10] that the specific value of 0 within
reasonable bounds (from 10 7 to 10 2 relative to the elements of
) only marginally in uences the decomposition results.
In this paper, a similar algorithm is proposed and tested for the

cylindrical array. Assume that Li microphones are placed at direc-
tions)i and that there areLj directions)j that form the basis for the
plane-wave decomposition. The potential at the microphone located
at )i due to a unit magnitude plane wave traveling in the direction
)j is given by Equation (12), and the potential due to many plane
waves is the sum of the potentials of these plane waves weighted
by their magnitudes μ(k,)j). In matrix form, = F , with no-
tational conventions being the same as for the spherical array case.
The linear system is solved = W either exactly when Lj = Li
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or approximately in a least-squares sense when Lj < Li both cases
are covered withW given by Equation (13).

A major difference between the LS algorithm and the BF algo-
rithm is numerical stability. In BF algorithm, the weights are given
by Equation (8) (sphere) or Equation (10) (cylinder). As discussed
before, these equations diverge due to the exponential growth of
b 1
n (ka) (B 1

n (ka), respectively) term. In contrast, the equations
used to compute matrix F in LS algorithm converge and in fact con-
verge very fast. Therefore, the truncation number can be set arbi-
trarily high. Furthermore, it can be hypothesized that the LS algo-
rithm could provide a decomposition that is more physically correct
because the truncation number can be set higher and the wave scat-
tering can be modeled more accurately.

5. PRACTICAL IMPLEMENTATION
Assume that the time-domain signal at a pressure-sensitive micro-
phone located at si is xi(t) and that the sampling frequency is fs.
Denote ks = 2Zfs/c, where c is the sound speed. For the block
of the signal of length N , compute the Fourier transform at each
microphone the result has N/2 complex coefficients for wavenum-
bers ks/N , 2ks/N , ..., ks/2 (assume that the DC offset for the
block is zero). The decomposition is performed separately at each
wavenumber k, asW is different for different k. The decomposition
coefficients μ(k, sj) are computed with the matrix vector-product
= W as described above. The potential (k, si) is simply the

Fourier coefficient for the microphone at si at wavenumber k. Then,
the output time-domain signal yj(t) for the direction sj is obtained
by assuming that the computed μ(k, sj) is the Fourier coefficient of
the output signal at wavenumber k and performing inverse Fourier
transform of the set of μ(k, sj).

In practice, overlapping smoothly fading windows are used to
eliminate windowing artifacts such as clicks occurring on the frame
boundary. Also, the practical spherical/cylindrical array has a lim-
ited useful frequency band, which is determined from above by spa-
tial aliasing and from below by the array size and equipment noise
oor (if the acoustic wave length is substantially larger than the
array size, the difference in potentials at different microphones is
small and may be masked by electronic noise or by quantization ef-
fects). In this case, the computations are done only for the wavenum-
bers corresponding to the useful frequency band and the remaining
μ(k, sj) coefficients are zeroed out for inverse Fourier transform.

Also note that Equations (2), (4), (8), and (10) assume that s0
()0, respectively) is the direction of propagation, not the direction
towards the source. Accordingly if one wishes to decompose the
sound field into components arriving from directions s̃j (i.e., beam-
form in the direction s̃j), the opposite direction (wj = Z w̃j ,
)j = Z + )̃j) should be used in computing the weight matrixW .

6. EXPERIMENTAL SETUP
An infinite sound-hard cylindrical array of radius 0.101 m with 16
equally-spaced microphones was simulated for localization experi-
ments. The estimated spatial aliasing frequency was 4.3 kHz. A
plane wave was impinging at the array from a random direction )w.
The microphone potentials were computed according to Equation
(12) with some truncation number p (denoted as pm later on). Then,
these potentials were fed either to BF procedure or to LS procedure
to compute the coefficients μ(k,)j) using different p (denoted as ps
later on). The set of plane-wave directions )j was chosen to be the
same as the set of microphone directions )i. Setting Lj = Li is in
fact reasonable as no information would be lost during the decom-
position (in other words, the number of degrees of freedom in the
recording itself and in the plane-wave representation are the same).
The direction )l for which |μ(k,)j)| was maximal was selected as

Fig. 1. Localization error for beamforming decomposition (BF,
dashed line) and LS decomposition (LS, dotted line). Simulations
in all cases pm = 10p and 0 = 10 2. a) ps = p . b) ps = 3p /2.
c) ps = 2p . d) ps = 3p /4.

the direction in which the algorithm localized the simulated source.
The error |)l )w| was averaged over 4096 trials.

In addition, the algorithms were applied to a real acoustic
recording obtained from a spherical microphone array of radius
0.101 m. 13 microphones roughly encircling the sphere were se-
lected to form a pseudo-cylindrical array. The microphones were
located approximately, but not exactly, on the equator of the sphere
some microphones were off the equator by as much as 15 degrees.
Also, the angular spacing between microphones was not constant.
As such, the operating conditions were far from those assumed in
derivations in [5]. In the recording, one person (male) and another
person (female) were speaking in turns, located approximately in
the direction of microphone #3 and microphone #8 in the array, re-
spectively. The sampling frequency was 39.0625 kHz and the useful
array frequency band was from 320 Hz to 3200 Hz.

7. RESULTS AND DISCUSSION
Simulations: A simulated localization experiment was run for vari-
ous pm and ps. Below, the pm and ps are expressed in terms of p .
In all plots presented, pm = 10p to accurately re ect the potentials
that would be observed in real system (where pm = ). Also in all
plots regularization with 0 = 10 2 was used in LS algorithm.

Figure 1(a) shows the localization error for both methods when
ps = p . It can be seen that the BF algorithm performance starts
to degrade at about 4.5 kHz and the LS algorithm works fine up to
about 5.5 kHz. The latter exceeds the spatial aliasing limit of 4.3
kHz, showing that the degradation of localization and beamforming
ability happens rather gradually. Poor BF performance at higher fre-
quencies is due to the above-described divergence of weights. This is
confirmed by Figure 1(b) plots, which show the case of ps = 3p /2
here, the BF method breaks down at about 2.5 kHz and the LS re-
sults are unchanged. If ps is increased further (Figure 1(c)), the same
effect becomes more pronounced.

Another simulated experiment was therefore conducted with ps
decreased to 3p /4. The corresponding error plots are shown in
Figure 1(d). It can be seen that the operational range of BF method
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Fig. 2. Sample scene decomposition, 13-element pseudo-cylindrical
array, ps = ka. Two speakers located at microphones #3 and #8,
respectively, are speaking in turns. a) The raw waveform from mi-
crophone #11. b) Plane wave obtained by LS decomposition corre-
sponding to the direction of microphone #3. c) Same for #8.

is widened and is in fact the same now as the operational range for
LS method, with error increasing gradually above 5.5 kHz.

These cylindrical array results are consistent with similar sim-
ulations performed with spherical arrays in [10]. In particular, it is
observed that the truncation number ps = p considered optimal in
[9] is too high for use in real spherical and cylindrical beamforming
applications as numerical problems arise even in a simulated setup.
Lower truncation numbers such as ps = ka used by some authors
would be more applicable for the BF method. In contrast, with LS
method increase of ps does not lead to localization error increase.

Experimental data: The algorithms were also tested on the data
collected from the pseudo-cylindrical array described in Section 6.
Figure 2(a) shows the signal collected from the microphone #11 (lo-
cated at mid-angle between two speakers). This recording has both
speakers at approximately the same magnitude. The recording was
processed first with ps = ka and no substantial differences were
found in outputs of beamforming decomposition and LS decompo-
sition. Figure 2(b) and (c) show the result of LS decomposition
corresponding to the direction of the first and the second speaker,
respectively. Then, the recording was processed with ps = 2ka.
Figure 3(b) and (c) show the results of beamforming decomposition
and LS decomposition for the direction of the second speaker. For
reference, plot 3(a) is the same as 2(c) to facilitate comparison be-
tween ps = ka and ps = 2ka. It can be seen that the suppression of
unwanted signal is somewhat better in 3(c) compared to 3(a) and that
the signal separation is lost in 3(b). This is consistent with the earlier
hypothesis that increase in truncation number helps LS decomposi-
tion because the physics of the process is modeled better but hurts
BF decomposition due to the weights divergence.

8. CONCLUSION AND FUTUREWORK
In this work, plane-wave decomposition analysis was applied to a
baf ed cylindrical microphone array. It was shown that the localiza-
tion and beamforming algorithms based on plane-wave decompo-
sition show performance comparable with traditional spherical har-
monics based decomposition while not being subject to certain nu-
merical problems associated with the latter. The algorithms will soon
be further tested on a prototype cylindrical array that is currently
being built. In the future, applications of the algorithms in sound
enhancement and remote telepresence are planned.

Fig. 3. Sound scene component corresponding to the direction of
microphone #8 for varying truncation number. a) ps = ka (same
as figure 2(c)). b) Output of BF decomposition for ps = 2ka. c)
Output of LS decomposition for ps = 2ka.
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