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ABSTRACT

This article presents a technique that uses the intensity vector direc-
tion exploitation (IVDE) method for exhaustive separation of con-
volutive mixtures. While only a four-element compact sensor ar-
ray is used, multiple channels for all possible source directions are
produced by exhaustive separation. Singular value decomposition
(SVD) is then applied to determine the signal subspace and the di-
rections of the local maxima of the signal energy. This information
is then used to select the channels containing the individual sources.
While the original IVDE method requires the prior knowledge of the
directions of sources for separation, the present method eliminates
this need and achieves fully blind separation. Performing SVD at a
post-processing stage also improves the sound quality. The method
has been tested for convolutive mixtures of up to four sources and
typical separation performances are given.

Index Terms— BSS, coincident array, intensity, deterministic,
SVD

1. INTRODUCTION

Blind source separation (BSS) aims to obtain interference-free ver-
sions of simultaneously active sound sources without any informa-
tion about their number and positions, or the acoustic environment
itself. Stochastic techniques, such as ICA [1, 2] aim to improve the
statistical independence of the signals by exploiting the properties
of the signals themselves. Adaptive techniques, such as adaptive
beamforming (ABF) [3, 4] optimize a multichannel filter structure
according to the properties of the signals and the source geometry.
ABF techniques utilize spatial selectivity to suppress the interfer-
ences and improve the capture of the target source. Another group
of the BSS techniques, which can be called as deterministic, utilise
solely the deterministic aspects of the problem, such as the direc-
tions of the sources or the multipath characteristics [5, 6, 7]. As
these pieces of information are not available for the blind separa-
tion problem, the performance of the algorithms are limited by the
accuracy of their estimations.

A deterministic technique that is based on intensity vector di-
rection exploitation (IVDE) for acoustic source separation has pre-
viously been proposed by the authors [8]. However, the formula-
tion of the solution required the prior knowledge of the source di-

∗The work presented was developed within VISNET II, a European Net-
work of Excellence, funded under the European Commission IST FP6 pro-
gramme.

†The author is funded by the Engineering and Physical Sciences Research
Council (EPSRC) Research Grant EP/F001142/1.

Fig. 1. Microphone array setup with four microphones positioned at
the non-adjacent corners of a cube.

rections and produced as many channels as the number of sources.
The technique presented in this paper is an improvement over the
IVDE method, eliminating the need for source direction informa-
tion, thereby achieving fully blind separation.

The proposed method performs exhaustive separation, i.e., pro-
duces multiple channels of output corresponding to all directions,
while using only four input channels. The dimension of the matrix
formed by the signals for each direction is reduced by singular value
decomposition (SVD) after selecting the singular values that corre-
spond to the signal subspace. The directions of the local maxima of
the signal energies are selected as the target source channels.

This paper is organized as follows. In Section 2, an overview
of the IVDE method is given together with the usage of compact ar-
rays for calculating intensity vector directions. Section 3 describes
the theory of the exhaustive source separation method for obtain-
ing multiple channels. Section 4 explains dimensionality reduction
and the selection of channels corresponding to the source signals
together with its relevance to direction-of-arrival (DOA) estimation.
Section 5 describes the experimental test conditions and provides the
obtained results. Section 6 concludes the paper.

2. INTENSITY VECTOR DIRECTION CALCULATION

The compact microphone array used for intensity vector direction
calculation is made up of four microphones placed at the four non-
adjacent corners of a cube. This geometry forms a tetrahedral mi-
crophone array as shown in Fig. 1.

Let us consider a plane wave arriving from the direction γ(ω, t)
on the horizontal plane with respect to the center of the cube. If the
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pressure at the center due to this plane wave is po(ω, t), then the
pressure signals recorded by these four microphones can be written
as,

pa(ω, t) = po(ω, t)e
jkd

√
2/2 cos(π/4−γ(ω,t)), (1)

pb(ω, t) = po(ω, t)e
jkd

√
2/2 sin(π/4−γ(ω,t)), (2)

pc(ω, t) = po(ω, t)e
−jkd

√
2/2 cos(π/4−γ(ω,t)), (3)

pd(ω, t) = po(ω, t)e
−jkd

√
2/2 sin(π/4−γ(ω,t)), (4)

where k is the wave number related to the wavelength λ as k =
2π/λ, j is the imaginary unit and d is the length of the one side of
the cube. Using these four pressure signals, B-format signals [9],
pW , pX and pY can be obtained as pW = 0.5(pa + pb + pc + pd),
pX = pa + pb − pc − pd and pY = pa − pb − pc + pd.

If kd � 1, i.e., when the microphones are positioned close
to each other in comparison to the wavelength, it can be shown
by using the relations cos(kd cos γ) ≈ 1, cos(kd sin γ) ≈ 1,
sin(kd cos γ) ≈ kd cos γ and sin(kd sin γ) ≈ kd sin γ that,

pW (ω, t) � 2po(ω, t), (5)

pX(ω, t) � j2po(ω, t)kd cos(γ(ω, t)), (6)

pY (ω, t) � j2po(ω, t)kd sin(γ(ω, t)). (7)

The acoustic particle velocity, v(r, w, t) in two dimensions is defined
as [10],

v(r, ω, t) =
1

ρ0c
[pX (ω, t)ux + pY (ω, t)uy] , (8)

where ρ0 is the ambient density, c is the speed of sound, ux and uy

are unit vectors in the directions of corresponding axes.

The product of the pressure and the particle velocity gives in-
stantaneous intensity:

I(ω, t) =
1

ρ0c
[Re{p∗W (ω, t)pX(ω, t)}ux+ (9)

Re {p∗W (ω, t)pY (ω, t)}uy] , (10)

where ∗ denotes conjugation and Re{•} denotes the real part of the
argument.

Then, the direction of the intensity vector, γ(ω, t) can be ob-
tained by

γ(ω, t) = arctan

»
Re{p∗W (ω, t)pY (ω, t)}
Re{p∗W (ω, t)pX(ω, t)}

–
. (11)

Since the microphones in the array are closely spaced, plane wave
assumption can safely be made for incident waves and their direc-
tions can be calculated. If simultaneously active sound signals do
not overlap in short time-frequency windows, the directions of the
intensity vectors correspond to those of the sound sources randomly
shifted by major reflections. The von Mises and von Mises mixture
distributions, which are the equivalents of Gaussian and Gaussian
mixture distributions in circular statistics, have been used before for
modelling the distributions of the intensity vector directions for sin-
gle and multiple sound sources, respectively [8]. The next section
explains exhaustive separation by decomposing the sound field into
plane waves using intensity vector directions.
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Fig. 2. Three von Mises directional filters with 10 dB, 30 dB and
45 dB beamwidths and 100◦, 240◦ and 330◦ pointing directions,
respectively, normalised to have maximum values of 1.

3. EXHAUSTIVE SEPARATION

In a short time-frequency window, the pressure signal pW (ω, t) can
be written as the sum of pressure waves arriving from all directions,
independent of the number of sound sources. Then, a crude approxi-
mation of the plane wave s(μ, ω, t) arriving from direction μ can be
obtained by spatial filtering pW (ω, t) as,

s̃(μ, ω, t) = pW (ω, t) f
`
γ(ω, t);μ, κ

´
, (12)

where f
`
γ(ω, t);μ, κ

´
is the directional filter defined by the von

Mises function, which is the circular equivalent of the Gaussian
function. The von Mises function is defined by [11],

f(θ;μ, κ) =
eκ cos(θ−μ)

2πI0(κ)
, (13)

where, 0 < θ ≤ 2π, 0 ≤ μ < 2π is the mean direction, κ > 0 is the
concentration parameter and I0(κ) is the modified Bessel function of
order zero. The concentration parameter κ is logarithmically related
to the 6 dB beamwidth, θBW as κ = ln 2/ [1− cos(θBW /2)].

Fig. 2 shows the plot of the three von Mises directional filters
with 10 dB, 30 dB and 45 dB beamwidths and 100◦, 240◦ and 330◦

pointing directions, respectively normalised to have maximum val-
ues of 1.

By this directional filtering, the time-frequency samples of the
pressure signal pW are emphasized if the intensity vectors for these
samples are on or around the look direction μ; otherwise, they are
suppressed.

For exhaustive separation, N directional filters are used with
look directions μ varied by 2π/N intervals. Then, the spatial fil-
tering yields a row vector s̃ of size N for each time-frequency com-
ponent:

s̃(ω, t) =2
6664
f1(ω, t) 0 . . . 0

0 f2(ω, t) . . . 0
...

...
. . . 0

0 0 . . . fN (ω, t)

3
7775

2
6664
pW (ω, t)
pW (ω, t)

...
pW (ω, t)

3
7775 (14)

where fi(ω, t) = f(γ(ω, t);μi, κ).
This method implies block-based processing, such as with the

overlap-add technique. The recorded signals are windowed and con-
verted into the frequency domain after which each sample is pro-
cessed as in (14). These are then converted back into the time-
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domain, windowed with a matching window function, overlapped
and added.

The selection of the time window size is important. If the win-
dow size is too short, then low frequencies can not be calculated
efficiently. If, however, the window size is too long, both the corre-
lated interference sounds and reflections contaminate the calculated
intensity vector directions due to simultaneous arrivals.

It should also be noted that although the processing is done in
the frequency domain, the deterministic application of the spatial fil-
ter eliminates any permutation problem, which is normally observed
in other frequency-domain BSS techniques due to independent ap-
plication of the separation algorithms in each frequency bin [12].

4. DIMENSIONALITY REDUCTION

Let us assume that the exhaustive separation by block-based pro-
cessing yields a time-domain signal matrix S̃ of size N × L, where
L is the common length of the signals and typically N � L. Us-
ing (12) and (13), it can be shown that the columnwise sum of S̃

equals to pW (t), because,
R 2π

0
s̃(μ, ω, t)dμ = pW (ω, t) due to the

fact that
R 2π

0
f(θ;μ, κ)dμ = 1. Therefore, the exhaustive separation

does not introduce additional noise or artifact, which is not present
in pW (t) originally. However, it should be noted that individual sep-
arated signals may contain artifacts due to misplaced time-frequency
components.

The singular value decomposition (SVD) of the signal matrix S̃
can be expressed as [13],

S̃ = UΣVT =

pX
k=1

σkukv
T
k , (15)

where U ∈ R
N×L is an orthonormal matrix of left singular vectors

uk, V ∈ R
L×L is an orthonormal matrix of right singular vectors

vk, Σ ∈ R
N×L is a pseudo-diagonal matrix with σk values along

the diagonals and p = min(N,L).

The dimension of the data matrix S̃ can be reduced by only con-
sidering a signal subspace of rank m, which is selected according to
the relative magnitudes of the singular values as,

S̆ =
mX

k=1

σkukv
T

(16)

By selecting only the highest m singular values, independent rows
of the S̃ matrix are obtained that correspond to the individual signals
of the mixture. Fig. 3 shows the mixture signal pW (t), the reverber-
ant originals of each mixture signal and separated signals for three
speech sounds at directions 30◦, 100◦ and 300◦ recorded in a room
with reverberation time of 0.32 s. The data matrix is of sizeN = 360
and L = 88200 samples at 44.1 kHz sampling frequency, calculated
using a block window size of 4096 samples. The signal subspace has
been decomposed using the highest three singular values. The three
rows of the data matrix with highest RMS energy has been plotted.

When, the energies of the signals at each row of the S̆, matrix
are calculated and plotted, peaks are observed at some directions.
Fig. 4 shows these RMS energies for the previously given separation
example.

It should be noted that, the directions of these local maxima
do not necessarily correspond to the actual directions of the sound
sources. This is due to the fact that highly correlated early reflec-
tions of a sound may cause a shift in the calculated intensity vector
directions. While the selection of the observed direction, rather than
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Fig. 3. The mixture signal pW (t) (top), reverberant originals of
three signals (middle row) and separated signals (bottom row) for
a mixture of three speech signals at directions 100◦, 240◦ and 330◦

recorded in a room with reverberation time of 0.32 s.
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Fig. 4. The RMS energies of the signals at each row of the S̆ matrix
calculated for the mixture of three speech signals whose results are
given in Fig. 3.

the actual one is preferable to obtain better SIR for the purposes of
BSS, for source localisation problems, a correction should be ap-
plied. However, source localisation is beyond the scope of this paper
and therefore will not be discussed further.

5. RESULTS

The algorithm has been tested with 2-, 3- and 4-source mixtures of
2-second long sound signals consisting of male speech (M), female
speech (F), cello (C) and trumpet (T) music of equal energy recorded
in a room of size (L = 8 m; W = 5.5 m; H = 3 m) with a rever-
beration time of 0.32 s. The 2-source mixture contained MF sounds
where the first source direction was fixed at 0◦ and the second source
direction was varied from 30◦ to 330◦ with 30◦ intervals. Therefore,
the angular interval between the sources was varied and 11 differ-
ent mixtures were obtained. The 3-source mixture contained MFC
sounds, where the direction of M was varied from 0◦ to 90◦, direc-
tion of F was varied from 120◦ to 210◦ and direction of C was varied
from 240◦ to 330◦ with 30◦ intervals. Therefore, 4 different mix-
tures were obtained while the angular separation between the sources
were fixed at 120◦. The 4-source mixture contained MFCT sounds,
where the direction of M was varied from 0◦ to 60◦, direction of F
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Fig. 6. Actual source directions and directions of the RMS energy
peaks in the reduced dimension data matrices calculated for the 2-,
3- and 4-source mixtures.

was varied from 90◦ to 150◦, direction of C was varied from 180◦

to 240◦ and direction of T was varied from 270◦ to 330◦with 30◦

intervals. Therefore, 3 different mixtures were obtained while the
angular separation between the sources were fixed at 90◦. Process-
ing was done with a block size of 4096 and a beamwidth of 10◦

for creating a data matrix of size 360 × 88200 with a sampling fre-
quency of 44.1 kHz. Dimension reduction was carried out using
only the highest six singular values.

Fig. 5 show the signal-to-interference ratios (SIR) for each sep-
arated source at the corresponding directions. The separation per-
formance is not affected by the number of sources in the mixture as
long as the angular separation between them is large enough. Fig. 6
shows the actual directions of the sources and the directions of the
RMS energy peaks in the reduced dimension data matrix. As ex-
plained before, the discrepancies result from the early reflection in
the environment, rather than the number of mixtures or their content.

In order to quantify the quality of the separated signals, the
signal-to-distortion ratios (SDR) have also been calculated as ex-
plained in [14]. For each separated source, the reverberant pW (t)
signal recorded when only that source is active at the correspond-
ing direction was used as the original source with no distortion for
comparison. The mean SDRs for the 2-, 3-, and 4-source mixtures
were found as 6.46 dB, 5.98 dB, 5.59 dB, respectively. It should also
be noted that this comparison based SDR calculation penalises dere-
verberation or other suppression of reflections, because the resulting
changes on the signal are also considered as artifacts. Therefore, the

actual SDRs are expected to be higher.

6. CONCLUSIONS

A deterministic BSS technique has been presented based on exhaus-
tive separation and dimensionality reduction that uses the IVDE
method [8]. Intensity vector directions were calculated using a com-
pact array and then used for spatial filtering. SVD was applied to
reduce the dimension of the data matrix, which was also used for
determining the directions of the peak energies. Results have been
presented for 2-, 3- and 4-source convolutive mixtures of speech and
instrument sounds and good separation has been achieved. SDR and
detected peak energy directions have also been displayed.
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