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ABSTRACT

This paper compares two prediction structures for predictive percep-
tual audio coding in the context of the Ultra Low Delay (ULD) cod-
ing scheme. One structure is based on the commonly used AR signal
model, leading to an IIR predictor in the decoder. The other struc-
ture is based on an MA signal model, leading to an FIR predictor
in the decoder. We find that the AR-based predictor has a slightly
better performance in case of an undisturbed transmission channel,
but the MA-based predictor has a much better performance in case
of transmission errors. For a Bit Error Rate (BER) of 1.0e-5, the
perceptual quality of the proposed MA model predictor achieves a
mean Objective Difference Grade (ODG) of -0.66 ODG whereas the
AR model predictor only reaches -3.42 ODG.

Index Terms— Low Delay Audio coding, Linear predictive
coding, Moving average processes, Autoregressive processes, Ro-
bustness.

1. INTRODUCTION

The perceptually controlled Ultra Low Delay (ULD) audio coding
scheme uses predictive coding to reduce signal redundancy. Com-
pared to sub-band coding, predictive coding yields similar coding
gain, but has much lower algorithmic encoding/decoding delay [1].

The decision for a certain predictor structure, as well as for for-
ward or backward adaptive coefficient updates, always implies cer-
tain advantages and shortcomings. With forward adaptive coefficient
update, for example, the transmission of the filter weights is neces-
sary which in turn leads to an increase in bit rate and therefore limits
the model order. Backward adaptive predictive coding, on the other
hand, is sensitive to transmission errors. An Auto Regressive (AR)
source model for the signal to encode leads to an Infinite Impulse
Response (IIR) structure for the predictor in the decoder. This is of-
ten preferred to a Moving Average (MA) model [2, 3], since many
natural signals, like sinusoidal tones for instance, are better synthe-
sized by the AR source model [4, 5]. For random access of the
transmission as well as for transmission errors, a reset of the pre-
dictor states in both encoder and decoder is used in case of an AR
model. To maintain sufficient prediction performance, the time in-
terval between the resets is chosen much larger than the order of
the prediction filter. However, in the presence of transmission error,
a larger reset interval can also lead to larger amount of corrupted
data. To minimize the effect of transmission errors, additional con-
cealment techniques [6, 7, 8] could be applied. With higher error
rates, the sensitivity of the IIR structure to transmission errors is a
problem, especially when the frequency of errors becomes similar to

the frequency of resets. The MA model, on the other side, has the
inherent property of an only limited error propagation, so that the
performance in case of transmission errors is expected to be higher
compared to the AR model.

The goal for this paper is to find a prediction model suitable for
the ULD coding scheme for both undisturbed and disturbed trans-
mission. As an approach, we investigate and evaluate the perfor-
mance of these two predictor versions in the context of our ULD
codec, for the case of no transmission errors and with transmission
errors.

The rest of the paper is organized as follows: section 2 gives
an overview over the ULD encoder and decoder structure, section 3
describes the AR and MA modeling used in the prediction stage of
the ULD encoder, section 4 gives experimental results on the behav-
ior of the ULD coding scheme using either AR or MA modeling for
disturbed and undisturbed transmission, and Section 5 gives some
conclusions.

2. ULTRA LOW DELAY CODING SCHEME

The Ultra Low Delay Audio Coder achieves a total encoding / de-
coding delay of 5.33 to 8 milliseconds with sampling frequencies
from 32 kHz to 48 kHz [9][10]. The scheme achieves bit rates in the
range of 80 to 96 kbit/s @ 32 kHz sampling rate.

s(n) b(n)
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AP/Qz−M

Fig. 1. Design of the ULD encoder: PM perceptual model, AP/Q
adaptive prediction and quantization, E entropy coding.

In the encoder (see Fig.1), the input signal s(n) is filtered with a
pre-filter PF which is controlled by a perceptual model PM . It esti-
mates the masking threshold causing an algorithmic delay ofM=256
input samples. This estimate is used to calculate filter coefficients
such that the pre-filter normalizes the input signal with respect to
the masking threshold. Compared to the input signal, the pre-filtered
signal is much smaller in magnitude. The pre-filtered signal is adap-
tively predicted and quantized in block AP/Q. The indexed quanti-
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zation steps are entropy coded in E, and the output b(n) is sent to
the decoder.

E−1 PF−1AP−1
b(n) u(n)

Fig. 2. Design of the ULD Decoder: : E−1 inverse entropy coding,
AP/Q−1 inverse adaptive prediction, PF−1 post-filter.

The decoder (Fig.2) contains an entropy decoder E−1, followed
by the predictive decoder structure AP−1 and a post-filter PF−1.
The post-filter transfer function, which is the inverse of the pre-filter
transfer function, has a frequency response like the masking thresh-
old. The quantization noise added in the encoder is filtered by the
post-filter and thus shapes it like the masking threshold. Hence, the
output signal u(n) is a superposition of the encoder input signal and
the perceptually shaped quantization noise.

The following section 3 will give a detailed description of both
the adaptive prediction and quantization (block AP/Q) in the en-
coder and inverse adaptive prediction (blockAP−1) in the decoder.
Both imply a certain source model for the pre-filtered signal.

3. SOURCEMODELS

In the design of the ULD coding scheme, two structural decisions
had to be made, namely to choose a model for the pre- and post-
filter and a model choice for the prediction.

Application of the pre- / post-filter maps the signal space onto
a perceptually weighted signal space, and a good model fit would
certainly boost the performance of the overall coding scheme. The
model chosen for the pre- / post-filter combination is an AR synthe-
sis model, i.e the post-filter is a warped lattice-based IIR-like struc-
ture and the pre-filter its inverse. This modeling will not be under
further investigation for this paper. What we will be investigating
is the second structural decision mentioned above, namely the mod-
eling of the pre-filtered signal in the prediction stage. The naming
of the signal model in this paper is based on the model used in the
synthesis predictor in the decoder.

3.1. AR Source Model

This subsection describes the AR modeling of the prediction stage
in the ULD coding scheme. In Fig.3, the encoder structure of the
prediction stage AP/Q is shown. The quantize operator Q{·} maps
the difference sequence d(n) = x(n)− p(n) to the index sequence
i(n). This index sequence is mapped to the quantized difference
sequence d̃(n) using Q−1{·}. The summation u(n) = d̃(n)+p(n),
which is the quantized version of x(n), is the input sequence to the
adaptive predictor Wn(z).

The decoder is depicted in Fig.4. The index sequence i(n) is
mapped to the quantized difference sequence d̃(n), to which the pre-
dicted sequence p(n) is added. The sequence u(n) is the quantized
and decoded version of the pre-filter encoder sequence x(n).

The N time variant prediction coefficients wn are updated from
past decoded samples un using the NLMS algorithm with constant
step size μ and regularization parameter δ:

p(n)

x(n) i(n)

u(n)

d(n)

d̃(n)

Wn(z) z−1

Q{·}

Q−1{·}
−

Fig. 3. AR model, encoder.

p(n)

i(n) u(n)d̃(n)

Wn(z) z−1

Q−1{·}

Fig. 4. AR model, decoder.

w(n + 1) =w(n) +
μu(n)

δ + u(n)T u(n)
d̃(n) (1a)

w(n) :=[w1, w2, . . . , wN ]T (1b)

u(n) :=[u(n− 1), u(n− 2), . . . , u(n−N)]T . (1c)

For the analysis of the prediction stage behavior in the decoder
after a transmission error, we start with the assumption that one sin-
gle index value ie(n) at time instant n is disturbed in the index se-
quence, where e stands for an erroneous sample. After mapping
ie(n) with Q−1{·}, the erroneous value d̃e(n) disturbs ue(n) =

p(n) + d̃e(n). Additionally, the update we(n + 1) of the NLMS
predictor and ue(n + 1) will be disturbed, too. The disturbance in
we(n+1) in turn produces an additional erroneous sample pe(n+1)
which in turn generates disturbed ue(n+1), ue(n+2) andwe(n+
2). Since the synthesis system has an infinite impulse response, the
disturbances can make the system unstable. Thus, to recover from a
transmission error, the predictor states in both encoder and decoder
have to be reset to predefined values from time to time. This proce-
dure generally lowers the prediction gain, so resets should occur as
sparsely as possible.

3.2. MA Source Model

This subsection describes the proposed MA modeling of the pre-
diction stage in the ULD coding scheme (see Fig.5). The differ-
ence of pre-filtered input sequence x(n) and the predicted sequence
p(n) forms the prediction residual sequence d(n). This sequence is
mapped to an index sequence i(n) via Q{·}, which is the output of
the prediction stage. The Mapping Q−1{·} generates the quantized
prediction error sequence d̃(n), which is the input sequence to the
adaptive predictor Wn(z).

In the decoder (see Fig.6), the quantized prediction residual
d̃(n) is generated using i(n) and Q−1{·}. With d̃(n) and predictor
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−

Fig. 5. MA model, encoder.

p(n)

i(n) u(n)d̃(n)

Wn(z)z−1

Q−1{·}

Fig. 6. MA model, decoder.

Wn(z), the predicted sequence p(n) is generated. Addition of d̃(n)
and p(n) generates the output sequence u(n).

In contrast to the AR modeling, this time the N time variant
prediction coefficients wn are updated from past quantized predic-
tion residuals d̃(n) using the NLMS algorithm with constant step
size μ,regularization parameter δ and an additional leakage factor
α, 0 < α� 1 :

w(n + 1) =(1− α)w(n) +
μd̃n

δ + d̃(n)T d̃(n)
d̃(n) (2a)

w(n) :=[w1, w2, . . . , wN ]T (2b)

d̃(n) :=[d̃(n− 1), d̃(n− 2), . . . , d̃(n−N)]T . (2c)

For the analysis of the prediction stage behavior in the decoder
in the presence of transmission error, we again assume that one
single index value ie(n) at time instance n is disturbed, where e
stands for an erroneous sample. After mapping ie(n) with Q−1{·},
the disturbed value d̃e(n) directly corrupts the value of ue(n) =

d̃e(n) + p(n) on time instant n. For the next N time instances, the
erroneous value d̃e(n) shifts through d̃(n). This disturbance also af-
fects wn+1 through wn+N and produces erroneous prediction val-
ues pe(n + 1, . . . , n + N), which in turn cause an erroneous output
sequence ue(k) = d̃(k)+pe(k), k = n+1, . . . , n+N . AfterN+1

time instances, d̃n does not contain the disturbed sample anymore
and thus the second update term in equation 2a produces correct val-
ues again. The only disturbance left in the system is the difference
Δw(n+N) = we(n+N)−w(n+N) of the disturbed coefficient
vector. Since update equation 2a forms a first order difference sys-
tem: Δwe(k+1) = (1−α)∗Δwe(k), k = n+N, n+N +1, . . . ,
the disturbanceΔwe(n+N)will fade out over time. The decay time
of this system depends on the factor alpha.

4. EXPERIMENTAL RESULTS

This section starts with an example illustrating the effects of AR and
MA modeling in the context of the ULD coding scheme. We then

present experimental results from the evaluation of these modelings
in the ULD coding scheme under different test scenarios.

For the illustrative example, we disturbed a single prediction
residual value (sample) and plotted the evolving error pattern for
the pre-filtered signal in the decoder. In Figure 7, we see three sig-
nals: a) the undisturbed pre-filtered signal, b) the error signal in case
of MA modeling, and c) the error signal in case of AR modeling.
Comparing plot b) and c), the advantage of the MA modeling in the
decoder becomes obvious: The AR predictor (Fig.7c) in the decoder
stalls after a single sample error until the next reset, while the same
error causes only minor deterioration when applying the MA predic-
tor (Fig.7b). Although the time constant of the leakage factor for the
MA model may be relatively longthe duration of perceptible errors
is actually much less. In Fig.7 b) the disturbance due to a sample
error lasts for about L = 2 ms corresponding to the chosen model
order (N = 64), but afterwards almost immediately disappears.
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Fig. 7. Exemplary error behavior of the different source models.
a) Pre-filtered signal (x(n)). b) MA model: error signal x(n) −
u(n) after erroneous predictor input sample (d̃e(n)) at 4ms. c) AR
model: error signal x(n)− u(n), error identical to b).

For the evaluation of the ULD coding scheme with both AR and
MA prediction models, three different codec versions and three dif-
ferent transmission error scenarios were evaluated

The codec versions under test all used identical pre-/post-filter
and entropy encoding/decoding units, but differed in the applied pre-
diction unit and reset distance. Version one (MA) incorporated the
proposed MA source model approach , version two (AR100ms) and
three (AR1s) both utilized the same AR model structure, but with a
different reset interval of 100 ms and 1 s.

The material to be tested with PEAQ consisted of 12 mono audio
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files of the MPEG reference test set, all with a sampling frequency
of 32 kHz: es01 (Suzanne Vega), es02 (male speech, German), es03
(female speech, English), sc01 (trumpet), sc02 (orchestra), sc03 (pop
music), si01 (cembalo), si02 (castanets), si03 (pitch pipe), harpsi-
chord01 (bagpipe), sm02 (glockenspiel) and sm03 (plucked strings).

The test material was encoded and decoded at a bit rate of
96 kbps. For the transmission error simulation, burst errors of a
length up to 4 ms with a mean error distance of 111 ms at a BER
of 10−4 and 1110 ms at a BER of 10−5 were simulated. The error
patterns only affected the encoded prediction residual after entropy
coding.

To obtain a comparison of the perceptual quality, we used the ad-
vanced model implementation of the (PEAQ) standard from OPTI-
COM [11, 12]. The OPTICOM implementation compares the orig-
inal file with the decoded file and gives a perceptual quality rating
based on the five grade impairment scale ranging from 0.0 (no no-
ticeable difference) to −5.0 (very annoying). The trend reflected in
the ODGs values was confirmed by informal listening comparisons.

Test PEAQ ODG(AM)
File MA AR100ms AR1s

es01 -0.37 -0.38 -0.39
es02 -0.35 -0.36 -0.36
es03 -0.37 -0.39 -0.37
sc01 -0.24 -0.24 -0.25
sc02 -0.27 -0.27 -0.27
sc03 -0.28 -0.29 -0.29
si01 -0.39 -0.39 -0.38
si02 -0.39 -0.42 -0.46
si03 -1.43 -1.08 -0.59
sm01 -0.28 -0.28 -0.30
sm02 -2.10 -1.60 -1.99
sm03 -0.27 -0.27 -0.27
mean -0.56 -0.50 -0.49

Table 1. ODGs of PEAQ (Advanced Model) in the error free case.

For the error free case, the achieved Objective Difference Grades
(ODGs) for all three version are listed in Table 1. Observe that the
decreased source model fit for the MA model (MA) can mainly be
noticed in the error free case for test item sm02.

PEAQ ODG(AM)
Test MA AR100ms AR1s

File BER BER BER
10−5 10−4 10−5 10−4 10−5 10−4

es01 -0.44 -1.21 -3.51 -3.98 -3.58 -3.98
es02 -0.44 -0.90 -2.70 -3.98 -2.62 -3.98
es03 -0.42 -1.03 -3.02 -3.98 -3.02 -3.98
sc01 -0.34 -1.05 -3.96 -3.97 -3.96 -3.97
sc02 -0.31 -0.63 -3.54 -3.98 -3.52 -3.98
sc03 -0.34 -0.67 -2.47 -3.98 -2.77 -3.98
si01 -0.44 -1.09 -3.71 -3.97 -3.72 -3.97
si02 -0.51 -0.86 -2.52 -3.98 -2.61 -3.98
si03 -1.73 -3.20 -3.95 -3.97 -3.95 -3.97
sm01 -0.35 -1.18 -3.97 -3.97 -3.96 -3.97
sm02 -2.25 -3.10 -3.91 -3.97 -3.85 -3.97
sm03 -0.35 -0.77 -3.80 -3.97 -3.80 -3.97
mean -0.66 -1.31 -3.42 -3.97 -3.45 -3.97

mean var 0.04 0.28 0.45 0.00 0.44 0.00

Table 2. Mean ODGs of PEAQ (Advanced Model) over 100 realiza-
tions for BERs of 10−5 and 10−4. mean var: Mean variance of the
deduced ODGs.

Table 2 shows the mean ODG values in the error case with a
BER of 10−5 and 10−4 calculated from 100 different error pattern
realizations. In general theMA version outperforms the AR version,
especially for non harmonic signals. For version AR100ms and AR1s,
going from the error free case to a BER of 10−4 leads to a reduction
of the ODG of about 3.5, whereas the degradation for theMA version
is only in the order of 0.7, except for si03 and sm02.

5. CONCLUSIONS

We compared two different approaches for predictive audio coding.
One has a predictor with an underlying signal model which is a good
fit for most audio signals (the AR signal model). Hence it has a po-
tentially higher coding gain. The other has a predictor with an under-
lying signal model, which is not the best fit for many audio signals
(the MA signal model), but which leads to a more robust coding
scheme in case of transmission errors. Our comparisons showed that
the penalty using the MA signal model is small compared to the gain
in performance in the case of disturbed transmission. With a Bit
Error Rate of 10−5 the resulting decoded audio quality is hardly af-
fected for the MA case, with a reduction of the ODG value of only
about 0.17, compared to about 3.5 for the AR case.
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