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ABSTRACT

Speech-to-speech translation has evolved into an attractive area in re-
cent years with significant progress made by various research groups.
However, the translation engines usually suffer from the lack of bilin-
gual training data, especially for low-resource languages. In this pa-
per we present an unsupervised training technique to alleviate this
problem by taking advantage of available source language data. Dif-
ferent approaches are proposed and compared through extensive ex-
periments conducted on a speech-to-speech translation task between
Farsi and English. The translation performance is significantly im-
proved in both directions with the enhanced translation model. A
state-of-the-art Farsi automatic speech recognition system is also es-
tablished in this work.

Index Terms— Speech Recognition, Machine Translation, Un-
supervised Training

1. INTRODUCTION

In recent years, automatic speech-to-speech (S2S) translation has
drawnmuch attention in research community due to its wide range of
practical applications. It aims at breaking down the communication
barriers between people who do not speak a common language. Sig-
nificant progress has been made by various research groups. How-
ever, people are still facing many challenges. One of them is the lack
of training data in both automatic speech recognition (ASR) and ma-
chine translation (MT), especially for low-resource languages. For
MT the creation of human translated bilingual corpus is expensive
and time-consuming. On the other hand, monolingual data is usually
cheap and easier to collect. In this work we present a few unsuper-
vised training techniques to enhance the translation model by better
utilizing the source languages, in contrast to the usual approaches
that concentrate on target languages to improve language models.

There have been some similar work proposed previously in both
speech recognition and machine translation, which fall into unsu-
pervised or semi-supervised training areas. In speech recognition, it
has been shown in [1] [2][3] that unsupervised training is an effec-
tive approach to improve the acoustic models. A baseline system is
trained with limited transcribed speech data first. Then the system
is used to decode some untranscribed data that is available. The de-
coded hypotheses are selected based on various criteria and added
into the training corpus, on which a better acoustic model is trained
iteratively. Significant improvements have been achieved in these
work.

In MT, several semi-supervised training techniques have been
proposed to improve the word alignments [4][5]. For example, in [5]
a semi-supervised training approach is proposed to alternate the un-
supervised training step with a discriminative step trained on a small,
manually word-aligned corpus, which leads to improved alignments.
More recently, in [6][7] a technique was proposed to utilize source

languages to improve the translation performance, especially for dif-
ferent domains. An initial system is used to translate the source text
in a test set. Then translation output is filtered based on confidences
and used to create an additional phrase table, which serves as a new
component in a log-linear model. It is shown that the translation
performance can be improved significantly on test sets that are in
a domain different from that of the original training corpus. How-
ever, the experiments conducted in these work are limited by the size
of test sets and hence the number of new phrases obtained is small.
Also, it is not feasible for an online real-time MT system.

In this work, we concentrate on a different scenario, where we
have relatively more in-domain source language data available, e.g.
from audio transcripts or another translation task that shares the same
source language but a different target language. Different approaches
are proposed and compared through extensive experiments on Farsi-
to-English and English-to-Farsi translations.

The rest of the paper is organized as follows: Section 2 presents
different approaches on data selection and retraining with available
source language data. Section 3 briefly describes the development
of a state-of-the-art Farsi speech recognition system given that it is
rarely addressed in speech recognition community. Section 4 reports
extensive experimental results obtained in both Farsi-to-English and
English-to-Farsi translations. The paper ends with some conclusions
and future work discussion in Section 5.

2. UNSUPERVISED TRAINING FOR MT

In this section we first describe our baseline MT system, then present
three different algorithms within the framework of unsupervised train-
ing for MT.

2.1. Baseline System

Our baseline is a phrase-based statistical machine translation sys-
tem. We start from a sentence-aligned parallel training corpus and
generate word alignments with GIZA++ [8] based on IBMModel 1-
4 and hidden Markov model. Then we extract phrase pairs based
on the word alignments and some symmetrization heuristics [8].
A phrase table is built upon them with the probabilities estimated
based on relative frequency. Our decoder is a phrase-based multi-
stack implementation of log-linear model similar to Pharaoh [9]. As
most of the statistical MT systems, the features used in the decoder
include phrase translation probabilities and lexical probabilities in
both directions, language model, distortion penalty, phrase penalty
and word penalty. The decoding weights are optimized to maximize
BLEU scores [10], where BLEU is a metric to evaluate translation
qualities based on n-gram precisions and a brevity penalty. A 3-gram
language model is trained with Kneser-Ney smoothing [11] and used
in the decoder.
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2.2. Algorithm I

Suppose we have some source language data available besides a
human-annotated parallel training corpus. The question is whether
we can utilize such untranslated source language data to improve the
translation. A straightforward way is to translate these source lan-
guage data with current baseline system. Then select the translation
hypotheses and add them to the original parallel corpus along with
their corresponding source text. The procedure can be divided into
the following steps.

1. Translate the untranslated source language data with baseline
system. For each source sentence, generate N-best hypothe-
ses, each composed of multiple target phrases.

2. Compute confidence scores and rerank the N-best list.

3. Select top-n hypotheses from the reranked N-best list and add
into the original parallel corpus.

4. Rerun GIZA++ to generate word alignments.

5. Extract phrase pairs based on new alignments and build a new
phrase table for the system.

6. The procedure can be iterative until no more effect observed
on the development set.

The confidence score for each N-best is calculated with a log-
linear model as in Eq. (1).

cn = w1logPs,n + w2logPph,n + w3logPst,n (1)
+w4logPts,n + w5logPlm,n + w6Tn

It is a combination of six features with the weights optimized on a
development set under the maximum BLEU criterion. Ps,n is the
sentence posterior probability of the n-th best hypothesis as com-
puted in Eq. (2).

Ps,n =
exp(sn)

PN
n̂=1 exp(sn̂)

, (2)

where sn is the nbest score provided by the decoder for the n-th
hypothesis. As mentioned above in the section of baseline system,
sn is the score from a log-linear combination of several different
features.

Pph,n is the phrase posterior probability for the n-th hypothe-
sis. It is a product of the phrase posterior probabilities of all target
phrases in that hypothesis.

Pph,n =

MnY

i=1

pn,i (3)

The phrase posterior probability for each target phrase is defined in
Eq. (4).

pn,i =

P
n̂

P
î,e

n̂,̂i
=en,i

Ps,n̂

P
n̂

P
î Ps,n̂

, (4)

where en,i is the i-th target phrase in the n-th nbest hypothesis.
As defined in Eq. (5) and (6), Pst,n and Pts,n are the lexical

probabilities in two directions, where p(et|fs) is the probabilty of
the t-th target word in the target hypothesis given the s-th source
word in the source sentence.

Pst,n =

TnY

t=1

SnY

s=1

p(et|fs) (5)

Pts,n =

TnY

t=1

SnY

s=1

p(fs|et) (6)

The last two features in Eq. (1) are language probabilty Plm,n and
the number of target words Tn. In this work, we use 4-gram language
model in N-best reranking. The weights for confidence score are
optimized on the development set.

2.3. Algorithm II

We also explore a different approach of utilizing the untranslated
source data. Instead of retraining the system from scratch after merg-
ing the selected data with the original corpus, we build a phrase ta-
ble with the selected data only, then interpolate it with the original
phrase table based on a mixture model. The data selection part is
the same as in Algorithm I, i.e. picking reranked n-best hypotheses
from the N-best list. Again, the selection and training procedure can
be iterative.

The mixture models for the phrase translation probabilities in
both directions are shown in Eq. (7) and (8), where e and f are target
and source phrases. Porg and Padd are the probabilities estimated
from the original parallel corpus and the additional selected data,
respectively.

P (e|f) = αlogPorg(e|f) + (1− α)Padd(e|f) (7)

P (f |e) = αlogPorg(f |e) + (1− α)Padd(f |e) (8)

The interpolation weight α can be tuned on the development set as
other decoding weights.

2.4. Algorithm III

When the amount of available source language data is relatively
large, we may also incrementally select them to improve the transla-
tion model. The iterative procedure is illustrated below.

1. In iteration i, translate subset i of the untranslated source lan-
guage data with current MT system and generate N-best hy-
potheses.

2. Calculate confidence scores for each hypothesis and rerank
the N-best list.

3. Select top-n hypotheses from the reranked N-best list and
combine with the corresponding source text.

4. Generate word alignments on the selected data with GIZA++.

5. Extract phrase table based on new alignments and then inter-
polate with the table from previous iteration, Ti−1, to get new
phrase table Ti.

6. Go back to the first step unless no more effect observed on
the development set.

In this algorithm, we partition the untranslated source language
data into multiple subsets randomly. In each iteration, we translate
one of the subsets with currently the best system, then improve the
translation model with the interpolated phrase table. The benefit is
that in iteration i (i > 1), we have a system better than the base-
line to translate the new data, and hence higher translation quality is
expected in the final translation system.
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3. FARSI-ENGLISH SPEECH-TO-SPEECH TRANSLATION

AFarsi-English speech-to-speech translation system includes the fol-
lowing components.
1. Farsi and English speech recognition
2. Two-way machine translation between Farsi and English
3. Speech synthesis for Farsi and English

In this section we briefly describe the development of Farsi speech
recognition. For more details about other components, please refer
to [12].

3.1. Farsi Speech Recognition

The Farsi acoustic training data consists of around 80 hours of speech
collected under the DARPA Transtac program, which covers mainly
the military domain. All the audio data are re-sampled at 16kHz be-
fore the feature extraction. Every 10 ms a 24-dimensional MFCC
feature vector is computed and then mean normalized. Sequences of
9 vectors are then stacked together leading to a 216-dimensional new
feature vector. This new feature space is finally reduced to 40 dimen-
sions with a combination of linear discriminant analysis (LDA) and
maximum likelihood linear transformation (MLLT).

Two types of context-dependent quinphone models are built in
this work. One is a grapheme model, with each Farsi letter mod-
eled by one grapheme. The other is a phonetic model, where the
phonemes for each Farsi word are extracted from a pronunciation
lexicon released in Transtac. The short vowels in Farsi words are
explicitly modeled in the phonetic system. There are 43 graphemes
in the grapheme model and 31 phonemes in the phonetic model. The
number of Gaussians is around 60K. Both models are trained under
either maximum likelihood (ML) or minimum phone error (MPE)
[13] criterion. An fMPE [14] feature transform is also applied on
the final model. A statistical 3-gram language model is trained with
around 100K Farsi sentences. The number of unique words is around
30K.

Table 1 shows the roadmap of the development of our Farsi ASR
system. The word error rate (WER) is measured on a 2-hour Farsi
test set randomly selected from the Transtac data and excluded from
the training.

System Phone Train Iter WER
S1 grapheme ML 1 40.9
S2 phonetic ML 1 36.6
S3 phonetic ML 2 33.5
S4 phonetic ML 3 31.4
S5 phonetic MPE 4 29.1
S6 phonetic fMPE 4 26.0

Table 1. ASR results on the Farsi development set

As shown in the table, the vowelization in the phonetic model
provided 4.3% absolute WER reduction. In the first iteration of
ML training, the phone alignments were generated by a context-
independent model. While in the second and third iterations, we
used the previous iteration model to align the audio data with the
transcripts. About 5% absolute WER reduction was achieved in
the end during the ML training. Another 2-3% absolute improve-
ment was achieved by using MPE and fMPE separately. The IBM
Farsi speech recognition system achieved the lowest word error rate
among all the systems participating in the Transtac July 2007 Eval-
uation.

4. EXPERIMENTAL RESULTS

In this section, we report the results we obtained on a set of ex-
periments conducted in Farsi to English and English to Farsi trans-
lations. In both directions, the translation model in the baseline
system is trained with around 110K parallel sentences. The target
3-gram language models are trained with the target side data from
the parallel corpus. All the experiments use a 1430-sentence set as
the development set to tune the weights. The systems are evaluated
on the Transtac July 2007 Evaluation Farsi-English offline test data
with close to 1K sentences in each direction. There are two types
of source input. One is source language speech references in the
text-to-text (T2T) task. The other is the IBM Farsi or English speech
recognition system output from the speech-to-text (S2T) task. All
test sets have four sets of human-annotated MT references.

4.1. Farsi to English

All the unsupervised training experiments on Farsi to English trans-
lation utilized 50K-sentence Farsi audio transcripts that have no En-
glish translations.

The results from Algorithm I with or without N-best reranking
are compared with that from the baseline in Table 2. The second
row corresponds to the experiment in which we applied Algorithm
I without reranking. That means we simply picked the raw 1-best
output generated by the baseline and added them to the parallel cor-
pus. There is little effect on the two test sets. However, when a
reranking is applied based on confidence scores, we see that the sys-
tem achieved slightly better results, with 0.3 to 0.5 gain in BLEU on
the test sets, as shown in the third row of Table 2. This shows that
the confidence score based reranking helped to find more reliable
translations. Another observation we can have from the 4th column
of Table 2 is that the number of phrases increased by 40% since
we re-generated the word alignments and hence obtained many new
phrase pairs appearing in the extra source language text and their
corresponding translations.

Algorithm Rerank Sent Phrase T2T S2T
Baseline N/A 110K 1.7M 31.5 25.6
I No 160K 2.5M 31.6 25.6
I Yes 160K 2.4M 32.0 25.9
II Yes 160K 2.5M 32.6 26.6
II Yes 610K 3.6M 32.5 26.0

Table 2. Comparison of Algorithm I and II with baseline

In Table 2, we also showed the results from Algorithm II, where
we selected reranked 1-best (4th row) or 10-best (last row) and built
a new phrase table before the interpolation with the baseline phrase
table. This method achieved better performance than simply merg-
ing data with the original corpus and retraining from scratch. When
selecting 1-best only, the BLEU scores are increased by 1% absolute
compared to the baseline results. But adding 10-best instead results
in worse score on the S2T set, although still slightly better than the
baseline. This is mainly due to more noise from the lower-rank N-
best, where we have one source sentence translated into multiple
hypotheses with different qualities.

The iterative training results from Algorithm II are shown in Ta-
ble 3. In each iteration, we translate the 50K Farsi sentences with
current system, then build a phrase table and interpolate it with that
from the previous iteration. We see an increase in the phrase table
size after each iteration. The translation performance improved in
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the first two iterations, but no more in the third iteration, which is
a sign of saturation for the good quality phrase pairs. Overall, the
extra Farsi sentences contributed more than 1.5% gain in BLEU on
the T2T task and more than 1% gain on the S2T task.

Algorithm Iter Sent Phrase T2T S2T
Baseline 0 110K 1.7M 31.5 25.6
II 1 160K 2.5M 32.6 26.6
II 2 210K 2.8M 33.1 26.8
II 3 260K 3.0M 33.3 26.3

Table 3. Iterative results with Algorithm II

4.2. English to Farsi

We also conducted a set of experiments in English to Farsi transla-
tion. In this direction we have relatively more source language data.
There are 800K English sentences extracted from bilingual corpora
in other language pairs, which are in the similar domain as our Farsi-
English test sets.

In Table 4, we first show the results of adding 200K randomly
selected and then translated English sentences. Even without rerank-
ing, the BLEU scores are increased by 1.7% on T2T and 0.9% on
S2T. We believe that this is largely due to the significant increase of
the phrase table size. When selecting the 1-best based on confidence
scores, further improvements are achieved as shown in the third row.

Algorithm Rerank Iter Sent Phrase T2T S2T
Baseline N/A 0 110K 1.6M 24.2 20.8
I No 1 310K 5.0M 25.9 21.7
I Yes 1 310K 4.9M 26.5 22.1
II Yes 1 310K 4.8M 26.6 22.3
II Yes 1 910K 12.0M 26.7 22.3
III Yes 2 910K 12.4M 27.0 22.5

Table 4. Comparison of Algorithm I, II and III with baseline

In Table 4, we also experimented with the interpolation of phrase
tables. Algorithm II provided similar gain in the 4th row as that from
Algorithm I. In the 5th row, we translated all 800K sentences with
the baseline but no big effect on the test sets. In the last row, we
implemented Algorithm III. Its first iteration is the same as the 4th
row, i.e. translating 200K sentences with the baseline, while in the
second iteration we use the first-iteration model to translate the rest
600K English sentences. The final results are around 2% better than
the IBM baseline that already achieved the highest BLEU scores in
the Transtac July 2007 Evaluation.

Here we also show the increase of n-gram precisions in Table 5
for the S2T test set. We believe that they are mainly benefited from
two facts. The first is that we have significantly more phrases in the
interpolated phrase table, which provides wider coverage. The sec-
ond reason is that we selected reliable translation hypotheses, which
helped to reinforce some of the correct translations.

Algorithm 1-gram 2-gram 3-gram 4-gram BLEU
Baseline 62.1 28.8 14.7 7.1 20.8
III 64.7 31.6 16.3 8.2 22.5

Table 5. N-gram precision and BLEU scores

5. CONCLUSIONS AND FUTUREWORK

This paper tried to alleviate the problem of lacking bilingual training
data in statistical machine translation, especially for low-resource
languages. Different algorithms and approaches have been proposed
and compared through a set of experiments conducted in the task
of Farsi-English speech-to-speech translation. It is shown that the
translation performance can be largely improved through these tech-
niques in both translation directions. Future work will include other
intelligent data selection and filtering methods. Whether similar
techniques can be applied to update other components in the MT
engine, such as target language model, is also worth to investigate.
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