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ABSTRACT
This paper presents a spoken term detection method, based on auto-
matic speech recognition and phonetic representation. The proposed
method combines textual search in word transcripts obtained with a
Large Vocabulary Continuous Speech Recognizer system and pho-
netic search in the phonetization of these transcripts, to accurately
locate the occurrences of a list of keywords in a broadcast corpus.
Textual information from the transcripts and an efficient rescoring
scheme are used to improve the performance of the phonetic search.
Our experiments show that the proposed method outperforms the
baseline textual and phonetic searches by its ability to separate cor-
rect detections from false alarms.

Index Terms— Spoken Term Detection, OOV keyword, Auto-
matic Speech Recognition, phonetic representation.

1. INTRODUCTION

The Spoken Term Detection (STD) task (also known as keyword
spotting) aims to locate all the occurrences of a given keyword or
sequence of keywords, in a collection of audio recordings. The ob-
tained list of detections can then be used as input to Spoken Docu-
ment Retrieval (SDR) systems. Approaches based on Large Vocabu-
lary Continuous Speech Recognizer (LVCSR) outputs result in good
performance [1, 2], provided that a LVCSR system with low Word
Error Rate (WER) is available. Apart from transcription errors, the
main restriction of these systems is their closed dictionary: Out-
Of-Vocabulary (OOV) keywords cannot be detected since they are
never recognized. OOV words are often recently generated words or
proper names and account for an important part of user queries. So,
to be useful, a STD system must be vocabulary-free.

An alternative method which allows to address the OOV prob-
lem, is phonetic search [3–5]. Phonetic representations are obtained
either decoding documents in sequences of phonemes or in pho-
nemes lattices, or phonetizing LVCSR transcripts. Search is then
performed using the phonetization of the query. However, phonetic
search is prone to generate false alarms, especially for short key-
words. The good precision of word-based methods and the ability
of phoneme-based methods to deal with OOV keywords, naturally
led to a combination of both approaches. This has been shown to
generally improve performance [6–8] but the high false alarms rate
of the phonetic search remains a crippling problem.

In this paper, we adopt a combination scheme and we propose
an enhanced phonetic search that leverages word boundaries from
the LVCSR transcripts, to improve the rejection of false alarms. The
textual configuration of each phonetic detection is taken into account
in an efficient rescoring scheme to make the search of short key-
words more precise. Section 2 provides an overview of the system

and gives details about each component. In Section 3, the perfor-
mance measures used are explained and the evaluation protocol is
described. In Section 4, we present some results before conclusions
and directions of future research are proposed.

2. SYSTEM OVERVIEW

The steps involved in our system to perform vocabulary-free spo-
ken term detection, are shown in Figure 1. During indexing, we first
generate time-aligned word transcripts of the input audio, using a
LVCSR system. Next, phonetic transcripts are created from them
using a phonetizer. To address the OOV problem, it is not a lim-
itation to consider the phonetization of word transcripts instead of
decoding documents. Indeed, when a word doesn’t belong to the
LVCSR dictionary, it is often replaced in the word transcript with
one or more in-vocabulary words that are phonetically close to the
OOV word. At search time, these two indexes are searched to find
time intervals within which it is likely that the query was uttered.
Two phonetic searches are considered: a baseline search and the pro-
posed enhanced search, designed to discard most of false alarms. At
last, searches are combined to produce the final list of detections. A
brief description of the system components follows.

2.1. Indexing

Words sequences from audio documents were kindly provided by
the Vecsys1 company, using their French LVCSR system, which is
based on LIMSI’s technology [9]. It is a state-of-the-art HMM based
system with a 65 000 word dictionary. Recognized words are located
in time with their start time and their duration. The corresponding
sequences of phonemes are generated using an in-house phonetizer.
Each word of the LVCSR transcripts is phonetized separately, i.e. no
connecting phoneme is inserted between words. This allows to be
consistent with keywords phonetization since they don’t appear in a
sentence and then don’t have any context. The pronunciation variant
problem is considered at the keyword phonetization level and here,
only the most likely pronunciation of each word is used.

The resulting database contains two sequences of units (words
and phonemes) per document. Each unit is temporally localized.
As in our transcripts, time localization is only available for words,
time localization for phonemes are derived from words localization
by a linear approximation: the time interval of detection of a given
word is divided by the corresponding number of phonemes. Finally,
periods without voice activity are taken into account if their duration
is higher than a predefined threshold (set to 0.2 s in our experiments)
to forbid keyword alignment on such periods.

1http://www.vecsys.fr/english/presentation/index.htm
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Fig. 1. System architecture.

2.2. Search

To retrieve matches of one (or more) keyword(s), two approaches
are considered: textual and phonetic searches. We first present the
basis of each search. Then, we detail the decision step for the pho-
netic search and the enhancement proposed in this paper. At last, we
consider two combination schemes of these two searches.

Textual search
It is comparable to the unix command regexp to match a reg-

ular expression against a string. The textual search has three main
characteristics: 1) it is case-insensitive, 2) it is accent-insensitive
(“côté” is equivalent to “cote”) and 3) only whole words are
searched for. Word transcripts are searched to find all occurrences
of the query. This results in a list of detections. Note that each of
them is considered correct since no confidence measure is used for
this search.

Baseline phonetic search
Given a keyword, its phonetic representation is first generated.

Two searches are possible: without or with pronunciation variants.
In the former, only the most likely pronunciation of the keyword is
considered so it is consistent with word transcripts phonetization. In
the latter, all pronunciations are searched for. When detections of
several pronunciations of a keyword fall into the same time interval,
only the one with the smallest distance is kept.

The phonetic search is performed by dynamic programming. It
looks for optimal alignment (i.e. with minimum distance) between
the sequences of phonemes of the keyword and of each document.
The alignment distance is defined as the sum of the costs of the op-
erations (phoneme substitution, deletion and insertion) involved in
the alignment. It is then normalized by the number of operations.
The insertion, deletion and substitution costs are log-probabilities
obtained from a pre-computed phoneme confusion matrix. This ma-
trix models typical phoneme errors produced by the LVCSR system.
It is computed maximising the likelihood of the alignment between
the reference sequence of phonemes, obtained from the phonetiza-
tion of the manual transcripts of the documents, and the sequence
of phonemes obtained from the LVCSR. This learning step is per-
formed by the EM algorithm and is based on leave-one-out (more
details are given in Section 3.2).

Whatever the considered sequences of phonemes are, the dyna-
mic programming always provides a possible alignment. In order to
retrieve only similar sequences of phonemes, it is necessary to con-
sider alignments with low distances i.e. less than a given threshold.
We define the decision scheme based only on the alignment distance
as our baseline system.

Nd
s = 1
↓

words : grandir ensemble
phonemes : G R AN D I R AN S AN B L

| {z } | {z }

Nb = 4 Na = 4

Fig. 2. Example of phonetic detection of the short keyword “iran”.
Each syllable of the keyword belongs to a different word in the tran-
script and the whole detection straddles two words. Then, such a
phonetic detection is a false alarm.

Enhanced phonetic search
Short keywords are the major source of false alarms for pho-

netic search. Indeed, a keyword of one or two syllables is likely to
be aligned within a longer word that contains these syllables or to
straddle two words. In that case, the phonetic search will produce a
false alarm whereas the textual search forbids such detection since
it doesn’t correspond to an exact utterance of the whole keyword.
Even if the approximate matching framework of the phonetic search
allows for the detection of OOV or phonetically close keywords, it is
necessary to constrain it to decrease the number of false alarms and
one solution is to use word boundaries.

So, in order to enhance the phonetic search and to take into ac-
count word boundaries, we introduce three new parameters:

• Nb : number of phonemes before the first detected one and
coming from the same word in the transcript

• Na : number of phonemes after the last detected one and
coming from the same word in the transcript

• Ns = |Nd
s − Nq

s | with Nd
s and Nq

s the number of between
word spaces in the detection and in the query

These parameters allow us to include word boundaries from LVCSR
transcripts to phonetic representations. The idea behind this is to
describe the textual configuration of the phonetic detection in order
to know if the keyword is aligned on several short words or on one
long word. Parameters Nb and Na indicate whether the detection
is within a word and parameter Ns indicates whether the detection
straddles several words. For instance, let “iran” be the keyword.
Its phonetic representation is “I R AN”. It is detected in the sen-
tence given in Figure 2. In that case, the alignment distance D equals
0 whereas the detection is a false alarm. However, the textual con-
figuration of the detection is described by Nb = 4, Na = 4 and
Ns = 1 (Nd

s = 1 and Nq
s = 0). Then, an appropriate use of these

parameters allows us to discard this detection.
In the proposed enhanced approach, these parameters, together

with the length L of the detection (i.e. the number of detected phone-
mes involved in the alignment) are taken into account using rescor-
ing. For each detection, a new distance D′ is defined as follows:

D′ = c1 ·D + c2 · (c3 + Nb + Na + Ns)

L

where c1, c2 and c3 are positive or null parameters. Then, the thresh-
old is applied on this new distance and detections with a new distance
higher than the threshold are discarded. The sum c3+Nb+Na+Ns

is divided by L in order to decrease the influence of the parame-
ters when L is high. Indeed, the phonetic search works quite well
for long keywords and it is not necessary to take into account word
boundaries in that case. Conversely, the parameter c3 allows us to
be very restrictive for short detections. Indeed, a detection where

4962



Combination scheme based on the textual search output:

query �
word

Textual

Search
� Is it found ?

yes�

no� Phonetic

Search

�Final list

of results

Combination scheme based on the LVCSR’s dictionary:

query �
word

Is it OOV ?

yes�

no� Textual

Search

�
Phonetic

Search
� Final list

of results

Fig. 3. Proposed combination schemes.

parameters Nb, Na and Ns are not zero has no chance to be kept
because the corresponding distance will be too high. The triplet
(c1, c2, c3) is optimized on a development set to maximize the Fmax

measure.

Combination
Two criteria are used to define two combination schemes:

• LVCSR’s dictionary: in-vocabulary keywords are textually
searched for whereas the phonetic search is only used for
OOV keywords.

• textual search output: the phonetic search is used when the
keyword is not found textually. This criterion is based on the
textual search over all the collection

Details are given in Figure 3. The first scheme comes down to giving
priority to textual search than to phonetic search. Indeed, if an in-
vocabulary keyword is not textually detected, we consider it was not
uttered. Conversely, the second scheme gives more importance to
the phonetic search. Moreover, we can note that it includes the first
scheme since OOV keywords cannot be found textually.

3. EVALUATION

3.1. Performance metrics

The evaluation criteria is based on the occurrence of each query word
in the manual transcripts of the documents. A detection is “correct”
if it is located within a temporal window defined around an exact ut-
terance of the word. The margin on both sides of the exact utterance
is fixed to 0.05 s in our experiments and words of the manual tran-
scripts are time located using a forced alignment. This time window
is necessary to take into account imprecise words or phonemes time
localizations. Thus, each detection is objectively labelled. Since,
given a keyword, the exact list of detections to do is available, we can
use the classical precision and recall rates as performance measures.
For phonetic search, different lists of detections can be obtained by
changing the threshold. The precision and recall for these thresholds
can be plotted as a curve. In addition to individual precision-recall
rates, we also compute the F -measure defined as the harmonic mean
of the precision and recall. A single performance measure can be
computed to summarize the information in a precision-recall curve,
reporting the maximum of the F -measure, denoted Fmax.

List 1 List 2

In the vocabulary of the LVCSR system 278 1 051
Out of the vocabulary of the LVCSR system 90 262
In the collection word transcripts 236 26
Out of the collection word transcripts 132 1 287
Total number of keywords of the list 368 1 313
Number of detections to do in the collection 1 154 0

Table 1. Details on the two considered lists of keywords.

3.2. Protocol

The evaluation collection is composed of 8 newscasts from 3 French
television channels, recorded in 2002 and 2003. The total duration
of the collection is about 2h30 and it contains 26 851 words. The
WER on this collection is 20.3 %. Since the data set is quite small,
learning steps involved in confusion matrix estimation and param-
eters optimization are performed by leave-one-out. More precisely,
the phonetic search in the test document Di, i = 1 . . . 8, is based on
the parameters chosen with the document Dj , j = 1 . . . 8 and j �= i,
as development set and on the matrix estimated with documents Dk,
∀k | 1 ≤ k ≤ 8, k �= j and k �= i.

The keywords test set consists of two lists. The first one, de-
noted “List 1”, contains all the proper names uttered at least once
in the manual transcripts. The second list, denoted “List 2”, con-
tains 1 313 proper names (first names, common surnames, country
names and French city names) which were never uttered in the refer-
ence. Details on these two lists are given in Table 1. We focused on
proper names because they are likely to be OOV keywords. More-
over, proper names are often more informative than common ones
and hence are good queries.

Experiments are performed in two steps: we first search for key-
words of List 1 and then we search for all keywords of the union
of List 1 and List 2. When considering these two steps, we want
to evaluate the robustness of the approach. Since there is no sup-
plementary detection to do in List 2, compared to List 1, the recall
doesn’t change searching for keywords of both lists. However, the
precision will certainly decrease and we are interested in estimating
in what proportions it decreases.

4. RESULTS

Only the results of the systems based on the phonetic search with
pronunciation variants are shown here. We first consider the base-
line and enhanced phonetic searches alone and compare them to the
textual search. Then, the combination of both searches is study. At
last, the influence of the pronunciation variants is discussed.

Phonetic searches alone
Results of each system separately are given in the first three rows

of Tables 2 and 3. As expected, the baseline phonetic search gives
poor performance, mainly due to its low precision rate, whereas the
recall is higher than the textual search. Indeed, OOV keywords are
taken into account and transcription errors can be corrected since the
LVCSR often replace the non-recognized words by a phonetically
close sequence of words. About the enhanced version of the phonetic
search, we see that it has the best performance overall for keywords
of List 1 whereas it is a little worse than the textual search when
both lists are considered. The main reason for this is once more the
precision rate. Indeed, the phonetic search for keywords of List 2
introduces a large number of false alarms. The enhanced version
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Search Combination criterion Fmax Prec. Recall

textual alone - 84.2 97.0 74.4
phonetic baseline alone - 40.8 26.9 84.1
phonetic enhanced alone - 88.2 92.7 84.1

text. + phon. baseline LVCSR’s dictionary 57.0 44.3 79.7
text. + phon. enhanced LVCSR’s dictionary 86.8 96.9 78.7
text. + phon. baseline textual search output 56.8 43.2 82.9
text. + phon. enhanced textual search output 89.5 96.4 83.5

Table 2. Results averaged over all keywords of List 1.

can discard a part of them but it is not enough to reach the textual
search performance level.

Combination of the searches
Results of the combination between both searches are given in

the four last rows of Tables 2 and 3. A first conclusion is that the
combination with the textual search allows for an increase of the
precision, which is much more marked with the enhanced phonetic
search. This improvement can be explained by the fact that short
keywords are more likely to be in-vocabulary, and then to be recog-
nized, than long ones. Thus, they are textually searched for and the
number of false alarms dramatically decreases. This penalization of
short detections is underlined by the parameters c3. When the pho-
netic search is performed alone, its value is about 1 or 2: only very
short detections are discarded to keep a quite good recall rate. With
the combination, the value of c3 is higher than 5. This means that
almost all short detections are discarded. This allows an increase of
the precision and don’t affect the recall rate since there is no short
detection to do phonetically.

Another important point is that the combination based on the
textual search output gives better overall performance than the com-
bination based on the LVCSR’s dictionary. Indeed, in addition to
searching for OOV keywords, the scheme based on the textual search
output also allows for the phonetic search of in-vocabulary keywords
that were uttered in the reference and were not recognized by the
LVCSR system. So, this scheme shares the advantages of the pho-
netic search alone, since it can deals with OOV keywords and tran-
scriptions errors, but is able to discard most of false alarms. We can
see it comparing results for keywords of List 1. The phonetic search
alone gives better performance than the combination scheme based
on the LVCSR’s dictionary and worse performance than the combi-
nation scheme based on the textual search output.

Influence of the pronunciation variants
Experiments were also carried out using the phonetic search

without pronunciation variant. This search is characterized by a
higher precision rate (it involves less phonetic search) than the pho-
netic search with variants. However, this good precision is compen-
sated by a lower recall rate (less keywords can be found). Obtained
results show that overall performance of the search without variant
is better than the case with variants when the phonetic search is per-
formed alone (less false alarms are generated) and is worse consider-
ing the enhanced search and the combination (false alarms are well
discarded and the recall is improved).

5. CONCLUSION

The problem of OOV keywords in spoken term detection has been
explored and we have proposed an enhanced phonetic search, based

Search Combination criterion Fmax Prec. Recall

textual alone - 83.1 94.0 74.4
phonetic baseline alone - 20.8 11.9 84.1
phonetic enhanced alone - 78.4 80.0 76.9

text. + phon. baseline LVCSR’s dictionary 49.7 36.4 78.7
text. + phon. enhanced LVCSR’s dictionary 85.1 94.2 77.6
text. + phon. baseline textual search output 25.2 14.9 81.5
text. + phon. enhanced textual search output 86.8 94.1 80.5

Table 3. Results averaged over all keywords of the union of List 1
and List 2.

on textual information, namely word boundaries, transposed from
LVCSR transcripts to phonetic representations. The proposed me-
thod outperforms the baseline textual and phonetic searches by its
ability to separate correct detections from false alarms.

As future works, the proposed description of detections, based
on 5 parameters, can be enriched considering confidence measures
on the document transcriptions for the textual search and on the pho-
netic representations for the phonetic search. More sophisticated
combination schemes can also be envisaged to allow the phonetic
search to address transcription errors on in-vocabulary keywords.
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